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Abstract

In this work an adaptive Finite Element strategy to deal with the numerical simulation of Additive Manufacturing (AM) processes is presented. The Selective Laser Melting (SLM) is chosen as the reference technology because of its great diffusion in the industrial manufacturing chain, although the proposed methodology can be applied to the numerical simulation of all types of AM. An octree-based mesh adaptivity approach is adopted allowing for the use of much finer meshes within the processing zone, the so called Thermo-Mechanically Affected Zone (TMAZ), if compared to the rest of the computational domain. Although the adaptive meshing is vital to keep controlled the computational resources through the entire simulation of the fabrication process, the accuracy of the results can be compromised by the coarsening strategy, and particularly when simulating the SLM process, where the mesh size can vary from microns (TMAZ) to centimetres (close to the build-plate). This loss of accuracy can spoil the original efforts in refining the mesh in the process zone. Therefore a strategy to compensate for information loss in the adaptive refinement simulation of additive manufacturing processes is developed. The main idea is to add two correction terms which compensate for the loss of accuracy in the coarsening process of the mesh in the already manufactured regions. The proposed correction terms can be interpreted as a Variational Multiscale enhancement on the adaptive mesh. This allows one to successfully simulate the additive manufacturing process by using an adaptively coarsened mesh, with results which have an accuracy very similar to the one of a uniformly refined mesh simulation, at a fraction of the computational cost. Numerical examples illustrate the performance of the proposed strategy.

1. Introduction

The numerical simulation of Additive Manufacturing (AM) processes has been capturing the interest of the scientific community during the last years. Many efforts have been done to reproduce the fabrication process in a way as faithful as possible to the industrial practice. We refer to high fidelity analysis when the objective is to simulate the actual scanning sequence (laser or Electron Beam (EB) melting processes) or the metal deposition pattern (wire melting or blown-powder processes). Following this concept, fully coupled thermo-mechanical analysis are conducted on an evolving (growing) computational domain which closely follows the building process. Most of the original works on AM simulation make use of the numerical framework used for the welding or multi-pass welding analysis, adopting very similar numerical strategies to solve the thermal/coupled thermo-mechanical problem [10,13]. These strategies have been applied to validate additive manufacturing numerical simulation using experimental data [16,17,37], including stress and deformation evaluation [32-34]. A review of the residual stresses can be found in [8] and the influence of the how scanning strategies affect the residual stresses are subject of [12,40]. While the constitutive models used for the characterization of the material behavior have demonstrated to be suitable for the AM analysis, the numerical strategy has shown its limitations when trying to afford simulations on components of industrial interest. This problem is more and more evident when moving the focus from Wire Arc Additive Manufacturing (WAAM), where the thickness of the deposited layer is within the range of 1–3 mm, to Selective Laser Melting (SLM), that makes use of a laser source to (selectively) melt powder-bed layers of about 20–60 µm. This is the reason why the numerical simulation of the SLM process is generally addressed using simplified strategies based on the Inherent Strain method [11,22,44,48,49]. Hence, the coupled thermo-mechanical process is replaced by a sequence of purely mechanical computations in a layer-by-layer (or even multi-layer) manner. This is physically motivated by the fact that during the recoating process...
process, when a new powder-bed is spread, the temperature of the built decreases to reach the value of the build-plate, de-coupling the analysis of the last printed layer from the rest of the built. In the common practice, the Thermo-Mechanically Affected Zone (TMAZ) penetrates only 100–150 μm (just few layers) through the substrate (or the more recent printed layers). Hence, the temperature gradients (induced by the laser source), as well as the evolution of the plastic strains (due to the material shrinkage), affect the last few printed layers, only. A second simplification hypothesis consists of assuming a purely elastic stress analysis being the end-user the final responsible of defining or obtaining a suitable Inherent-Strain tensor that characterizes the process in terms of distortions and residual stresses of the manufactured component. The Inherent-Strain tensor can be obtained from experimental data or previous small-scale, non-linear, numerical simulations [9]. This tensor includes both the thermal and the plastic strains defined as a uniform (averaged) distribution over each printed layer. This hypothesis relies on the fact that the melt-pool is very small, if compared with the size of the entire layer, its effects being very localized and almost independent of the boundary conditions. Other approaches to obtain the Inherent Strain tensor are possible, such as the modified version of the Inherent Strain Method is presented for the Direct Energy Deposition (DED) in LENS (Laser Engineered Net Shaping) presented in [28,29] and the extension of this work for lattice support structures in powder bed technology is introduced in [30].

Although the inherent strain method alleviates the computation requirements for the simulation of the SLM process, the huge number of layers necessary to build the final component as well as the mesh size required for the Finite Element (FE) discretization still need very large computational time and memory requirements.

The approach followed in this work consists in combining a FE High Performance Computing (HPC) framework together with dynamic mesh adaptation, which mitigates the computational effort by refining the mesh at the TMAZ while coarsening it anywhere else. An octree-based coarsening strategy is adopted (see Fig. 1). The main idea of octree strategies is to hierarchically refine/coarsen elements, which allows the refinement process to be efficient and relatively simple to parallelize [18,36,39,41]. The octree method allows for a fast coarsening of the mesh while minimizing the data-transfer between meshes. It also demonstrates to be suitable for its parallelization in MPI-based HPC environments. The enhancement provided by AMR and parallelism for the solution of AM processes can be found in several works.

Ref. [20] uses a coarsening algorithm to reduce the computational cost. The algorithm keeps a fine mesh on the two layers below the deposition area and merges the elements below this region maintaining at least 1 fine layer below the deposition. Plastic strains and hardening variables are interpolated to the new Gauss points. [38] proposes an adaptive re-meshing to minimize the number of nodes to predict distortions and residual stresses in the simulation of LPBF where the layers being solved are kept with a fine mesh and a coarse mesh at the inactive: they do not belong to the computational domain, so that they are neither computed nor assembled into the global system of equations. The time discretization consists of a uniform partition of the analysis period \([0, T]\) into \(N\) time intervals, which correspond to the total number of the thermo-mechanical solution using the monolithic and adiabatic [2] approaches using AMR to refine and coarsen structured meshes where required.

Nevertheless, by using intensive adaptive refinement for the AM processes, one of the main concerns is the loss of information in the data-transfer when switching from a fine mesh (TMAZ) to a coarser one. This information loss can lead to a reduction of accuracy spoiling the final results.

In this work a strategy to compensate for information loss in the adaptive refinement simulation of AM processes is presented. The main idea is to add two correction terms to the boundary value problem defined for the coarser mesh to preserve the results obtained in the finer mesh just before the coarsening procedure. The proposed methodology can be understood as a Variational Multiscale approach [23], in which the model for the subscales arising from finer discretizations is exactly known. The method is derived from the approaches presented in [5,6], where coarsening correction terms were applied in order to enhance the performance of reduced order models.

The proposed correction method is applied to the numerical simulation of SLM processes by the inherent strain method. Nevertheless, the same methodology can be extended to the high-fidelity analysis of more complex AM processes (e.g. WAAM, DED, etc.) involving thermo-mechanical coupling and elasto-visco-plastic constitutive behavior.

The paper is organized as follows: in Section 2 the FE modeling of the AM process by SLM is presented. Section 3 focuses on the proposed adaptive methodology and the strategy to correct the information loss in the coarsening process. In Section 4 several numerical examples illustrate the performance of the proposed strategy, and finally some conclusions close the work in Section 5.

2. Finite Element modeling of the additive manufacturing process by SLM

The most suitable numerical strategy to tackle the simulation of the SLM process is based on the Inherent Strain approach. This method enables for a fast prediction of the distortions and residual stresses of the fabricated component assuming the general hypotheses widely accepted in Computational Welding Mechanics (CWM) [35,46,47]. In this case, the fully coupled transient thermo-mechanical analysis is replaced by a layer-by-layer (or even multi-layer) sequence of steady-state mechanical analyses. Hence, the original CAD geometry is firstly sliced according to the thickness of the powder-bed and then the FE discretization is generated accordingly. The birth-death FE activation technique is adopted [14,15,17,19,31] to add to the computational domain all the finite elements belonging to each layer (slice) arising from the laser melting process of the powder bed. The analysis follows the two-step sequence of the actual SLM process: (i) recoating and (ii) laser-scanning. From the modeling point of view, the former consists of updating the computational domain by adding all the elements belonging to each new layer. The latter stage performs the stress analysis on the new domain.

In the initial FE discretization \(\Omega_0 \subset \Omega(t = 0)\) all the elements are inactive: they do not belong to the computational domain, so that they are neither computed nor assembled into the global system of equations.
of layers required to complete the whole SLM process. This given, when the first layer is activated, the corresponding stress analysis is performed on \(\Omega_0\). The whole layer activation sequence follows.

The stress analysis enforces the conservation of the balance of momentum equation within the current active domain \(\Omega_{\text{act}}\) at time \(t^{n+1}\) \([0, T]\). We denote as \(\sigma^{n+1}\) the current time instant to indicate that an implicit approach for the time integration is used. The corresponding Dirichlet and Neumann boundary conditions are applied on \(\Gamma_D^{n+1} = \Gamma_0(t^{n+1})\) and \(\Gamma_N^{n+1} = \Gamma_N(t^{n+1})\), respectively, which results in the following set of equations:

\[
\begin{align*}
-\nabla \sigma &= b \quad \text{in} \ \Omega_{\text{act}}^{n+1}, \\
\sigma &= \pi \quad \text{on} \ \Gamma_D^{n+1}, \\
\sigma \cdot n &= \tau \quad \text{on} \ \Gamma_N^{n+1},
\end{align*}
\]

(1)

where \(\sigma\) is the displacement field, \(\sigma\) is the Cauchy stress tensor, \(b\) are the external body forces and, \(\pi\) and \(\tau\) are the prescribed displacements and the prescribed tractions on \(\Gamma_D^{n+1}\) and \(\Gamma_N^{n+1}\), respectively.

After the finite element discretization, the discrete weak form of (1) at time \(t^{n+1} \in [0, T]\) can be written as:

\[
\int_{\Omega_{\text{act}}^{n+1}} \epsilon(\delta\mathbf{u}_h) : \sigma(\mathbf{u}_h^{n+1}) \, d\Omega = \int_{\Omega_{\text{act}}^{n+1}} \delta\mathbf{u}_h \cdot \mathbf{b} \, d\Omega + \int_{\Gamma_{N}^{n+1}} \delta\mathbf{u}_h \cdot \mathbf{t} \, d\Gamma \quad \forall \delta\mathbf{u}_h \in V_h^{n+1},
\]

(2)

where \(\delta\mathbf{u}_h\) are the test functions and \(V_h^{n+1}\) is the finite element space for the displacements.

The total strain tensor \(\epsilon(\mathbf{u}) = \frac{1}{2}(\nabla \mathbf{u} + (\nabla \mathbf{u})^T)\) can be split into the elastic strains, \(\epsilon_e\), the visco-plastic strains including phase transformation and creep induced strains, \(\epsilon_{\text{op}}\), and the thermal deformation including the shrinkage effect during the phase-change transformation, \(\epsilon_{\text{th}}\) as:

\[
\epsilon = \epsilon_e + \epsilon_{\text{op}} + \epsilon_{\text{th}}
\]

(3)

The constitutive model reads as:

\[
\sigma = C : \epsilon = C : (\epsilon - \epsilon_{\text{op}} - \epsilon_{\text{th}})
\]

(4)

where \(C\) is the elastic constitutive tensor. Defining the inherent strain as:

\[
\epsilon_{\text{inh}} = \epsilon_{\text{op}} + \epsilon_{\text{th}}
\]

the constitutive equation can be rewritten as:

\[
\sigma(\mathbf{u}) = C : (\epsilon(\mathbf{u}) - \epsilon_{\text{inh}})
\]

(5)

Note that the inherent strain tensor is typically obtained either by experimental calibration by matching the actual distortion of representative demonstrators or by a high-fidelity simulation of the melting pool at the TMAZ [24,43,45]. Hence, both the thermal coupling and the plastic analysis are avoided, thus minimizing the computational cost.

Nevertheless, according to the activation process, each new layer is born with an initial displacement field, \(\mathbf{u}_0\), induced by the movement of the nodes shared with the pre-existing active elements. This means that at the instant of the activation, the newly activated elements inherit an initial strain field \(\epsilon(\mathbf{u}_0) = \nabla^2 \mathbf{u}_0\) induced by those initial displacements. If not removed from the computation, this strains transform into a spurious pre-stress field which pollutes the entire solution. Hence, to deal with the AM analysis, the constitutive equation must be corrected as:

\[
\sigma(\mathbf{u}, \epsilon_{\text{inh}}, \epsilon_{\text{act}}) = C : (\epsilon(\mathbf{u}) - \epsilon_{\text{inh}} - \epsilon_{\text{act}})
\]

(6)

where \(\epsilon_{\text{act}} = \nabla^2 \mathbf{u}_0\) are the so called activation strains.

Fig. 2 illustrates the displacement field caused by the effect of the inherent strains \(\epsilon_{\text{inh}}\). Displacements are magnified by several orders of magnitude so that they can be appreciated in the figure. Active elements are depicted in red, while inactive elements are depicted in green. The highlighted green element is the element which is going to be activated in the next time step. The element is deformed due to the displacements of the nodes which belong to already activated elements. This initial or activation deformation shall not introduce any stress in the newly printed material. To compensate for it, the initial or activation strain \(\epsilon_{\text{act}}\) is introduced.

This given, the weak form of the mechanical problem suitable for AM analysis can be rewritten using the following compact form: find a displacement field \(\mathbf{u}_h^{n+1}\) such that:

\[
\mathbf{B}^{n+1}(\delta\mathbf{u}_h, \sigma(\mathbf{u}_h^{n+1}, \epsilon_{\text{inh}}^{n+1}, \epsilon_{\text{act}}^{n+1})) = \mathbf{F}^{n+1}(\delta\mathbf{u}_h) \quad \forall \delta\mathbf{u}_h \in V_h^{n+1},
\]

(7)

where

\[
\begin{align*}
\mathbf{B}^{n+1}(\delta\mathbf{u}_h, \sigma(\mathbf{u}_h^{n+1}, \epsilon_{\text{inh}}^{n+1}, \epsilon_{\text{act}}^{n+1})) &= \int_{\Omega_{\text{act}}^{n+1}} \epsilon(\delta\mathbf{u}_h) : C : (\epsilon(\mathbf{u}_h^{n+1}) - \epsilon_{\text{act}}^{n+1} - \epsilon_{\text{inh}}^{n+1}) \, d\Omega, \\
\mathbf{F}^{n+1}(\delta\mathbf{u}_h) &= \int_{\Omega_{\text{act}}^{n+1}} \delta\mathbf{u}_h \cdot \mathbf{b} \, d\Omega + \int_{\Gamma_{N}^{n+1}} \delta\mathbf{u}_h \cdot \mathbf{t} \, d\Gamma.
\end{align*}
\]

(8)

(9)

### 3. Coarsening and correction strategy

#### 3.1. Octree refinement strategy

For the solution of Eq. (7) an adaptive finite element method is used. This is very convenient since it allows to use a fine mesh in the regions where material is being printed and where both large temperature gradients and stress concentrations occur. At the same time it allows to coarsen the mesh once the simulation advances and less precision is required on that area. An octree refinement strategy is used (see our previous works on adaptive methods for computational solid mechanics [3,4,7]). Fig. 1 illustrates the adopted refinement strategy. The simulation departs from a coarse mesh which covers the complete simulation domain over time. The mesh is then refined by subdividing the elements in the areas close to the melt-pool. This can be done for both hexahedral and tetrahedral elements. As the manufacturing process advances, a finer mesh is used in the TMAZ (upper layers), while a mesh coarsening is performed elsewhere. The hierarchical octree refinement strategy results in hanging nodes (see Fig. 3) in the finite element mesh which need to be properly treated [3].

#### 3.2. Adaptive finite element approach

Let us consider an adaptively refined finite element space in the active domain, \(V_h^{n+1}\), and the discrete weak form of the problem given by
Eqs. (7)–(9). Note that the finite element space $V^{n+1}_h$ evolves after the deposition of each new layer following the printing process, as well because of the adaptive refinement and coarsening process. When a new finite element mesh is generated because of the mesh adaptivity process, the quantities are transferred through an elementwise $L^2$ projection, which is denoted by $\Pi^{n+1}$. Thus:

$$\Pi^{n+1}(e_{act}),$$

$$\Pi^{n+1}(e_{inh}),$$

are the strains $e_{act}$ and $e_{inh}$ at $t^n$ in the mesh at $t^{n+1}$ for each element $K^{n+1}$ of the new mesh the projection is computed solving:

$$\int_{K^{n+1}} \delta \sigma_h \cdot \Pi^{n+1}(e) d\Omega = \int_{K^{n+1}} \delta \sigma_h \cdot e_{act} d\Omega, \forall \delta \sigma_h \in W_h, K^{n+1},$$

where now $\delta \sigma_h$ are the tensorial weight functions and $W_{h,K^{n+1}}$ is the tensorial finite element space of the new mesh restricted to the considered element. Once computed, $\Pi^{n+1}(e)$ is interpolated and stored at the new element quadrature points. Note that $\Pi^{n+1}(e)$ belongs to the element-wise tensorial finite element space $W_{h,K^{n+1}}$, which is of the same approximation order as the displacement space $V^{n+1}_h$, whereas $\epsilon$ belongs to the strains finite element space, which is typically one approximation order inferior than the displacement space $V^{n+1}_h$.

### 3.3. Stress correction terms

During the coarsening step between successive adaptive meshes, part of the information stored in the coarsened region is lost. This is so because of the projection errors associated to $P^{n+1}_h$ and $\Pi^{n+1}_h$, and also because in the coarsening process the finite element space changes from $V^n_h$ to $V^{n+1}_h$. This causes that when straightforwardly computing the stresses which result from the adaptive simulation of the AM process by using inherent and activation strains, it is observed that the obtained results are of poor quality and not in concordance with those obtained with an equivalent fine mesh simulation. This effect is particularly apparent when low order elements with a poor representation of the stress field (namely tetrahedral elements) are used. The obtained stress field if of a much lower quality than the one obtained for coarser non-adaptive meshes.

The reason for this behavior is twofold: on the one hand the activation (or inherent) strains on the fine mesh before coarsening $\epsilon^{act}$, can present heavy element to element jumps, specially if low order elements with a poor gradient representation are used. When coarsened, activation strains result in an $L^2$ averaged field $\Pi^{n+1}_h(\epsilon^{act})$ which introduces the appropriate average forces field, but which can result in an inaccurate local strain value. This representation is translated into a poor local solution stress field when the next step of the simulation is performed. Secondly, when mesh coarsening is performed, there will be nodes which were previously free which will become hanging in the new mesh. Displacement values at these nodes will automatically be switched from their free value to an interpolated value from the corresponding parent nodes. This results in important changes in the strain values, which automatically translates into incorrect local stress values on the elements to which these hanging nodes belong.

Due to this, it is necessary to correct the obtained stress values through a stress correction term. Let us define the stress field on the current step $\sigma^{n+1}_h$ straightforwardly computed from the current step variables:

$$\sigma^{n+1}_h = \sigma(u^{n+1}_h, \epsilon^{act}_{n+1}, \epsilon^{inh}_{n+1}),$$

and the stresses from the previous time step computed on the current step mesh, by using the projected previous step variables, $\delta^{ct}_h$:

$$\sigma^{ct}_h = \sigma(P^{n+1}_h(u^{n}_h), \Pi^{n+1}_h(\epsilon^{act}_{n}), \Pi^{n+1}_h(\epsilon^{inh}_{n})).$$

Note that both quantities are defined in the mesh at step $n+1$. Recall that due to the nature of activation and inherent strains:

$$\epsilon^{act}_{n+1} = \Pi^{n+1}_h(\epsilon^{act}_{n}) + \Delta \epsilon^{act}_{n+1},$$

$$\epsilon^{inh}_{n+1} = \Pi^{n+1}_h(\epsilon^{inh}_{n}) + \Delta \epsilon^{inh}_{n+1}.$$  

The proposed total corrected stress field $\sigma^{n+1}$ is defined as:

$$\sigma^{n+1} = \sigma^{ct}_h + \sigma^{n+1}$$

with:

$$\sigma^{ct}_h = \Pi^{n+1}_h(\sigma^{ct}) - \delta^{ct}_h,$$

where $\sigma^{ct}_h$ is the stress correction term. Let us remark the recursive nature of Eqs. (15)–(16), where the total corrected stress field $\sigma^{n+1}_h$ depends on the projection of the total corrected stress field at the previous step $\Pi^{n+1}_h(\sigma^{ct})$. At the first step $\sigma^{ct}_h = 0$ is set. Note also that Eqs. (15)–(16) imply that the total stress at time step $n+1$ can be interpreted as the decomposition into:

$$\sigma^{n+1} = \Pi^{n+1}_h(\sigma^{ct}) + \Delta \sigma^{n+1},$$

where the first term is the contribution of the previous time steps with minimum information loss as a result of the stress correction term, and the second one is the increment in stresses caused by load increments $\Delta \sigma^{act}_{n+1}, \Delta \sigma^{inh}_{n+1}$ at the current step, with:

$$\Delta \sigma^{act}_{n+1} = \sigma^{act}_{n+1} - \delta^{act}_n,$$

as defined in Eqs. (13)–(14).

In the first coarsening step, the correction term (16) is just the difference between the projected stress field at the previous time step, and the stress computed in the new mesh with the projected variables from the previous step, namely displacements and inherent and activation strain field. For successive steps, due to the recursive nature of $\delta$, information on the fine meshes at previous steps is successively transferred throughout the simulation, minimizing information loss.
3.4. Force correction terms

The introduction of the stress correction terms (16) is not enough to prevent information loss during successive coarsening steps. This is so because there is no guarantee that the solution of the finite element problem in the previous mesh is at equilibrium when projected onto the new coarsened mesh. The optimal situation would be to preserve the results obtained through the solution of problem (7) at time step \( n \) into the new (coarsened) finite element mesh at time \( n+1 \). In general this does not happen and thus:

\[
\exists \delta u_h \in V_h^{n+1} | B'(\delta u_h, \sigma'_i + \tilde{\sigma}^{n+1}) = B'(\delta u_h, \Pi_h^{n+1}(\sigma')) \neq F'(\delta u_h).
\]  

(17)

where now \( V_h^{n+1} \) is the coarsened finite element space at \( p^{n+1} \) prior to the new element activation, that is, the space associated to the mesh at \( n+1 \) but covering only the domain \( \Omega^2_n \) instead of \( \Omega^{p^{n+1}} \). Due to this, the equilibrium state attained on the coarsened mesh \( n+1 \) is not attained for \( P_h^{n+1}(u_h^n) \) but for \( u_h^n \), the solution to:

\[
B'(\delta u_h, \sigma(u_h^n), \Pi_h^{n+1}(\epsilon'_{act}), \Pi_h^{n+1}(\epsilon'_{inh})) = F'(\delta u_h) \quad \forall \delta u_h \in V_h^{n+1}.
\]  

(18)

In order to correct this issue, a force coarsening correction term is computed which compensates for information loss. The correction term is defined as:

\[
C^{n+1}(\delta u_h, u_h^n, \epsilon'_{act}, \epsilon'_{inh}) := B'(\delta u_h, \Pi_h^{n+1}(\sigma')) - F'(\delta u_h) \quad \forall \delta u_h \in V_h^{n+1}.
\]  

(19)

This term corresponds to the forces residual obtained by projecting the solution obtained at time \( n+1 \) onto the new mesh at time \( n+1 \), including the stresses correction term \( \tilde{\sigma}^{n+1} \), in the equilibrium equation. When adding (19) to Eq. (18), the resulting weak form is:

\[
B'(\delta u_h, \sigma(u_h^n), \Pi_h^{n+1}(\epsilon'_{act}), \Pi_h^{n+1}(\epsilon'_{inh})) + \tilde{\sigma}^{n+1} = F'(\delta u_h) + C^{n+1}(\delta u_h, u_h^n, \epsilon'_{act}, \epsilon'_{inh}) \quad \forall \delta u_h \in V_h^{n+1}.
\]  

(20)

The solution to (20) is \( u_h^{n+1} = P_h^{n+1}(u_h^n) \). By inserting (19) in the formulation, we successfully compensate for information loss in the coarsening process in the equilibrium equation. Note that this means that the solution at time step \( n+1 \) can be interpreted as the decomposition into:

\[
\epsilon_{act}^{n+1} = \Pi_h^{n+1}(\epsilon_{act}^n) + \tilde{\epsilon}_{act}^{n+1}
\]

\[
\epsilon_{inh}^{n+1} = \Pi_h^{n+1}(\epsilon_{inh}^n) + \tilde{\epsilon}_{inh}^{n+1}.
\]

(23)

Eq. (16) straightforwardly defines the stress subscales \( \tilde{\sigma} \).

Correction stresses \( \tilde{\sigma} \) and correction forces \( C^{n+1}(\delta u_h, u_h^n, \epsilon'_{act}, \epsilon'_{inh}) \) precisely account for the (otherwise lost) contribution of \( \tilde{u} \), \( \tilde{\epsilon}_{act} \), \( \tilde{\epsilon}_{inh} \), and \( \tilde{\sigma} \) to the bilinear form. This interpretation gives a variational foundation to the proposed correction terms.

4. Numerical examples

In this section some numerical examples illustrate the performance of the proposed methodology.

The objectives are two-fold: (a) to reduce the computational effort using mesh refinement and, particularly, mesh coarsening, and (b) to minimize the effects induced by the mesh coarsening using the proposed correction terms. Both the CPU-time and the result accuracy using the mesh adaptivity with and without the correction term are compared to a fine fixed FE mesh used as a reference. These numerical examples do not pretend to present accurate results for the quantities of interest of a particular simulation (the used fine element meshes are possibly too coarse for this), but on the contrary they have been selected because they are illustrative and allow us to show the improvements that can be obtained by using the strategy proposed in this work.

The material and process parameters used in the numerical examples are shown in Table 1 and the building process follows a layer-by-layer activation scheme.

Three test-cases are proposed. The first one adopts a fixed computational domain and it is intended to demonstrate the necessity of the correction term to preserve the solution obtained with the finest mesh used in the adaptive process. The second example shows the virtue of the adaptive technology when a growing computational domain is used as required for the simulation of the AM process. Finally, an industrial component is simulated with the proposed technology to show the speed-up obtained with respect to the use of a fixed mesh while preserving the same accuracy.

To assess the global error of each example, a relative \( L^2 \) error norm of the displacement field is computed at the end of the simulation as:

\[
\epsilon_{L^2} = \frac{\sqrt{\int_{\Omega} (P_{h^{\text{exact}}}(u_{h^{\text{new}}}) - u_{h^{\text{comp}}})^2 d\Omega}}{\sqrt{\int_{\Omega} (P_{h^{\text{exact}}}(u_{h^{\text{exact}}}))^2 d\Omega}}
\]

(24)

where \( P_{h^{\text{exact}}}(u_{h^{\text{exact}}}) \) is the projection of the reference (fixed fine mesh) solution and \( u_{h^{\text{comp}}} \) is the solution obtained with the coarsened mesh both with and without the correction term.

Remark: Note that the error computed after point to point projecting the fine solution onto the coarse mesh: this is so because the objective of the methodology is to avoid any spurious displacement due to the coarsening of lower layers to be transferred to the upper layers, where the printing is taking place and which have still not been coarsened. This translates into trying to minimize the difference between the fine and the coarse solutions on the degrees of freedom which have not

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Cantilever Beam</th>
<th>Slender Column</th>
<th>Gear Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s Modulus (E)</td>
<td>100 GPa</td>
<td>100 GPa</td>
<td>100 GPa</td>
</tr>
<tr>
<td>Poisson’s ratio (ν)</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Density (ρ)</td>
<td>4420 kg/m³</td>
<td>4420 kg/m³</td>
<td>4420 kg/m³</td>
</tr>
<tr>
<td>Layer thickness (t)</td>
<td>0.10 mm</td>
<td>1 mm</td>
<td></td>
</tr>
<tr>
<td>Refinement height (h_{ref})</td>
<td>3 m</td>
<td>0.5 mm</td>
<td>1 mm</td>
</tr>
<tr>
<td>( \epsilon_{act}^{inh} - \epsilon_{act}^{ref} )</td>
<td>-0.67</td>
<td>-0.67</td>
<td>-0.67</td>
</tr>
<tr>
<td>( \epsilon_{inh}^{inh} )</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
been coarsened, and hence the proposed definition of the relative $L^2$ error norm.

The numerical simulations are carried out using the FEMUSS (Finite Element Method Using Subgrid Scales) software developed by the authors at the International Center for Numerical Methods in Engineering (CIMNE). The post-processing is done using Paraview [1].

4.1. Cantilever beam

This example demonstrates the necessity of using the proposed correction terms to retain the solution accuracy of the finest mesh used when a coarsening strategy is employed, in a very simple setting. The objective is to observe how, for a single simulation step, information is transferred from a fine to a coarse mesh thanks to the correction terms. As it will be shown, if no coarsening correction terms are used all the information on the solution obtained in the fine mesh is lost when coarsening. On the contrary, if the correction terms are used, optimal projected solutions for both displacements and stresses on the coarse mesh are obtained.

The dimensions of a slender cantilever beam are reported in Fig. 4. The beam is clamped at one end and subjected to its self-weight, only. The reference solution is obtained using a uniform mesh with an element size: $h = 6.25$ mm. The adaptive strategy starts from the same fine mesh. Once the solution is obtained, a coarsening step increases the element size up to 50 mm (see Fig. 5). Next, the simulation is repeated on the new coarse mesh. This is done both for a trilinear hexahedra mesh and for a linear tetrahedra mesh.

Figs. 6 and 7 compare the magnitudes of the vertical displacements for the fine mesh, coarse mesh without and coarse mesh with the correction terms for the hexahedra and tetrahedra cases respectively. Figs. 8 and 9 do the same comparison for the normal stresses in the main bending direction.

In both the hexa and tetrahedra cases the solution in the coarse mesh achieved without the correction terms is too stiff because of the very poor finite element approximation space. This is simply new simulations on the coarse meshes, and they do not take advantage of the information obtained in the first step of the simulation on the fine mesh. Also, the obtained stress fields are poor, this can be clearly observed in the tetrahedra mesh stress plot, where the stress field is constant element to element and presents large jumps between adjacent elements. On the hexahedra elements, the stresses are also discontinuous element to element, but they have a linear component in space, so the effect is not so apparent.

On the contrary, when the correction terms are used, the information on the fine mesh is transferred to the coarser mesh, and the agreement with the reference solution is optimal (for this single step simulation displacements (in the nodes) and stresses (at the integration points) are identical in the fine and the coarse meshes except for projection errors). In the stress field plot, it is worth observing that for linear tetrahedra, stresses are no longer constant element to element thanks to the correction terms.

The global errors are presented in Table 2 where the corresponding relative $L^2$ error norms are computed according to equation 24. As expected, the error is null for the coarse mesh if the coarsening correction terms are employed.

The key point of the methodology is that if a new load increment was now solved on the coarse mesh, the resulting displacement and stress increments would be computed on such current coarse mesh. However, the displacement and stress increments associated to the original load, which were computed on the fine mesh, would not loose the fine mesh accuracy. This is especially important in AM simulations where elements will be concentrated dynamically in the region of the melting-pool (TMAZ).

4.2. Slender column

This example proves the efficiency of the coarsening strategy to
analyse growing domains as required for the numerical simulation of the AM process. This is particularly necessary when using the layer-by-layer activation technique and slender parts.

The selected geometry consists of a 10 mm high column of \(1 \times 1\) mm\(^2\) square base. A total number of 100 layers are activated in 100 time-steps. Two different solutions are compared in Fig. 10: (a) a uniform mesh characterized by an element size: \(h = 0.03125\) mm and, (b) an adaptive mesh having the same element size within the process region and a maximum coarsening up to \(h = 0.5\) mm. The finer discretization follows the activation process to maintain the highest resolution in the TMAZ while a coarser mesh is adopted elsewhere.

Fig. 11 shows the evolution of the displacements with and without the proposed correction term at point \(P\) situated at coordinates (0, 0, 1) mm (see Fig. 10). The adaptive solutions are compared to the solution obtained with the fine fixed mesh used as a reference. It is observed that without the correction term the cumulative error is between 20% (\(x\) and \(y\) components) and 40% (\(z\) component), while the difference is between 2% (\(x\) and \(y\) components) and 8% (\(z\) component) when using the correction strategy.

Fig. 12 shows the plot of the displacement and stress fields at the end of the simulation for the fixed and adaptive meshes. Regarding displacements, it can be observed that the adaptive solution with correction terms ensures that the nodal values are much closer to the solution of the fine mesh during the whole simulation. The improvement is even more

| Table 2 | Cantilever beam: relative global error \(e_{L2}\) norm. |
|--------|-----------------|-----------------|
| Model | Hexahedra | Tetrahedra |
| Adaptive mesh without correction term | 46.9% | 50.0% |
| Adaptive mesh with correction term | 0% | 0% |

Fig. 8. Cantilever beam: Stress results for the hexahedra mesh. (a) Fine mesh. (b) Adaptive mesh without correction terms. (c) Adaptive mesh with correction terms.

Fig. 9. Cantilever beam: Stress results for the tetrahedra mesh. (a) Fine mesh. (b) Adaptive mesh without correction terms. (c) Adaptive mesh with correction terms.

Fig. 10. Slender column: (a) Fixed mesh with hexahedral elements. (b) Adaptive meshing at the end of the simulation and position of point \(P\).
relevant in the stresses case. A remarkable generalized lack of global accuracy in the stress computation is observed in the adaptive case without correction term, with a spurious stress jump in the interface between the fine and coarse mesh areas in the top of the column. This spurious stress jump is caused by the switching of free nodes to hanging nodes in the coarsening process as explained in Section 3.3. The adaptive simulation with correction terms, on the contrary, shows a very good agreement with the fine mesh simulation (except for the expected and unavoidable loss of resolution due to extreme coarsening). Fig. 13 compares the CPU-time and the number of active nodes (mesh size)

Fig. 11. Slender column: Evolution of the displacements (left) and the relative difference vs. the fixed fine mesh (right) at point P during the activation process.

Fig. 12. Slender column: Displacement (left) and stress (right) fields at the end of the simulation. (a) Fine mesh. (b) Adaptive mesh without correction terms. (c) Adaptive mesh with correction terms.
using the fixed and the adaptive meshes. During the activation of the first 5 layers, the two strategies adopt the same mesh and consequently approximately the same solution time is required. Next, the adaptive strategy is switched on. Thereafter, the mesh size (number of active nodes) of the adaptive mesh is kept almost constant allowing for a reduced CPU-time increment for each new time-step. Contrarily, the fixed mesh requires an increasing amount of resources as the growing process proceeds. Therefore, the use of a fixed mesh is not recommended for the numerical simulation of industrial AM processes and, particularly, when the high-fidelity simulation of the actual layer thickness and the detailed scanning sequence is required.

4.3. Gear component

The last example corresponds to an industrial component: a gear 17 mm high with an outer diameter of 40 mm. The gear is attached to the base-plate, thus the movements of all the nodes belonging to its lower surface are prescribed. The computational domain is discretized by an unstructured tetrahedral mesh. On the one hand, a fixed coarse mesh is generated with an average element size of 0.70 mm and a total number of 880,384 elements and 169,316 nodes. On the other hand, a fine mesh (used as the numerical reference) is characterized by an average mesh size of 0.35 mm and a total number of elements 7,470,787 and 1,259,626 nodes. Finally, the adaptive mesh adopts the same mesh size as the fine mesh within the process zone (defined as the volume enclosed up to a vertical distance $h_{ref}$) and it is coarsened up to the size of the fixed coarse mesh elsewhere (see Fig. 15). In this case, the average mesh includes about 493,058 nodes and 2,743,781 elements.

The $P$ point on the external surface, at 4.3 mm from the base plate, is chosen to record the evolution of the radial displacement on the different meshes used (see Fig. 14). The layer thickness is 1 mm so that 17 time-steps are required to complete the AM process. Note that the layer thickness chosen is the minimal to allow for the use of the fixed fine mesh (adopted as the numerical reference) in a reasonable CPU-time. Fig. 16 shows the total displacement magnitude at the end of the simulation for the four adopted meshes. Fig. 17 shows the difference...
between such displacement and the displacement on the reference fine mesh. As expected accuracy is better for the adaptive simulation with correction terms. Fig. 18(a) shows the evolution of the radial displacements at point $P$ using both the fixed fine and coarse meshes and the adaptive solution with and without the correction term. Fig. 18(b) presents the corresponding relative error with respect to the fixed fine mesh. Once again, the agreement of the adaptive solution with the proposed correction with the fine mesh is remarkable. The relative local error is lower than 2.50% while a standard adaptivity without the correction shows a local error of about 14%.

The global error analysis is presented in Fig. 17: the errors are computed as the difference between the reference solution (fixed fine mesh) and the results obtained with the coarse mesh and the adaptive technology, and projected on the coarse mesh for their visualization. Table 3 provides the global relative $L^2$ error computed according to equation 24: the corrected methodology increases the global accuracy of about 40% with respect to the crude adaptivity and of about 70% with respect to the solution obtained with the fixed coarse mesh.

Fig. 19 shows the Von-Mises stress field at a cut along the central plane of the gear component. The results from the fixed coarse and fine meshes are quite similar. However, the adaptive mesh without the correction terms approximates the Von-Mises stress field very poorly. The reason for this is that linear tetrahedral elements are used in this simulation. Due to this, the activation strain field, computed from the gradient of an initial displacement field as defined in Section 2, presents heavy jumps from element to element in the adaptive mesh prior to coarsening. This is illustrated in Fig. 20. When coarsened, the projected activation strain field on the coarse mesh is assigned an averaged value

---

**Fig. 15.** Gear component: (a) Fixed coarse mesh. (b) Fixed fine mesh. (c) Adaptive mesh.

---

**Fig. 16.** Gear: Final displacement. (a) Fixed coarse mesh. (b) Fixed Fine mesh. (c) Adaptive mesh without correction terms. (d) Adaptive mesh with correction terms.

---

**Fig. 17.** Gear: Displacement relative difference w.r.t reference mesh projected onto the coarse mesh. (a) Fixed coarse mesh. (b) Adaptive mesh without correction terms. (c) Adaptive mesh with correction terms.
This averaged value is used together with the displacement field in order to compute stresses, and this results in a very poor approximation, as shown in Fig. 19 (c). By using the stress correction terms this phenomenon is corrected, resulting in the stress field presented in Fig. 19 (d), which is pretty much the projection of the fine mesh stress field in Fig. 19 (b) onto the coarsened adaptive mesh.

Fig. 21 shows graphically the computational efficiency of the proposed adaptive technology in terms of CPU-time and maximum memory consumed during the simulation. In terms of solution time a speed-up of 2.25 with respect to the fixed fine solution is obtained. This speed-up can be increased by reducing the size of the moving fine mesh which is following the TMAZ. In the actual process the heat penetration is of about 2–3 layer thickness. Therefore, the mesh refinement can be reduced to this size, only. Finally, observe that the computational cost due to the evaluation of the correction term is negligible allowing for its use for any mesh discretization.

### Table 3

<table>
<thead>
<tr>
<th>Model</th>
<th>Relative $e_{L2}$ norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed coarse mesh</td>
<td>11.9%</td>
</tr>
<tr>
<td>Adaptive mesh without correction term</td>
<td>5.9%</td>
</tr>
<tr>
<td>Adaptive mesh with correction term</td>
<td>3.6%</td>
</tr>
</tbody>
</table>

5. Conclusions

In this work an adaptive FE strategy to deal with the numerical simulation of AM processes has been presented. An octree-based mesh adaptivity approach has been adopted allowing for the use of much finer meshes within the processing zone, the TMAZ, if compared to the rest of the computational domain. Although the adaptive meshing is vital to keep the computational resources bounded through the entire simulation of the fabrication process, the accuracy of the results can be compromised by the coarsening strategy. This loss of accuracy can spoil the original efforts in refining the mesh in the process zone. Therefore a strategy to compensate for information loss in the adaptive refinement is necessary.
simulation of additive manufacturing processes is developed.

The main idea is to add two correction terms which compensate for the loss of accuracy in the coarsening process of the mesh in already manufactured regions. The first term corrects the errors introduced in the stress field by the coarsening process. The second correction term consists of a forcing term introduced in the weak form of the problem which prevents loss of information in the displacement field. This allows to successfully simulate the additive manufacturing process by using an adaptively coarsened mesh, with results which have an accuracy very similar to the one of a uniformly refined mesh simulation, at a fraction of the computational cost. Also, the proposed correction terms can be interpreted as a Variational Multiscale enhancement on the adaptive mesh, which gives a variational foundation to the proposed correction strategy.

The numerical examples show the generality of the proposed methodology, which has been applied to different FE meshes, AM processes, several geometries, and its success in reducing the overall computational cost. The coarsening correction terms have turned out to be key in order to obtain a good accuracy in the simulation.

The ideas presented in this work can be extended to more complex problems such as coupled thermo-mechanical simulations including non-linear behavior like plastic or damage constitutive models. This will be a matter of future work.
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