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A B S T R A C T

A novel Adaptive Formulation Refinement (AFR) strategy for Friction Stir Welding (FSW) problems
is presented. In FSW, the accurate computation of strains is crucial to correctly predict the
highly non-linear material behavior in the stir zone. Based on a posteriori error estimation,
AFR switches between two mixed formulations depending on the required accuracy in the
different regions of the domain. The higher accuracy formulation is used in the thermo-
mechanically affected zone (TMAZ), while a computationally cheaper formulation is used
elsewhere. AFR adds to the well-known ℎ- (mesh size), 𝑝- (polynomial degree) and 𝑟-refinement
(spatial distribution) approaches. The considered mixed formulations are the velocity/pressure
(𝐮∕𝑝) and the velocity/pressure/deviatoric strain rate (𝐮∕𝑝∕𝐞) formulations—both suitable for
isochoric material flow. By applying the AFR strategy, the use of linear elements is preserved,
the incompressible flow of the material is captured correctly and any remeshing is avoided.
Furthermore, the treatment of the interface between refined and unrefined subdomains is
straightforward due to the compatibility of variable fields and lack of hanging nodes. The
accuracy of the results obtained from the AFR method compares favorably with reference results
of the non-adaptive 𝐮∕𝑝∕𝐞 formulation. At the same time, faster build and solve times are
achieved.

. Introduction

Friction Stir Welding (FSW) is a solid-state joining process, where two facing work pieces are welded together using a non-
onsumable pin-tool which rotates and moves along their interface. In FSW, the joining process is achieved because of heat generated
y friction between the pin-tool shoulder and the work pieces as well as by the plastic deformation of the stirred material. Typically,
he material is not melted. This is a great advantage over conventional welding techniques, since both solidification and liquation
racking are avoided. However, the FSW process is very sensitive to the process parameters such as the rotation speed, the advancing
peed, the pin shape and tilting, among others. The numerical simulation of FSW is a valuable tool to understand the influence of
hese parameters to optimize the process [1].

The main goals of the simulation of FSW are: the prediction of the temperature distribution [2,3], the sensitivity to the process
arameters [4], the analysis of the strain rate field [5] and the material flow [6,7] as well as the contact and friction [8,9]. The
hoice of the most suitable computational frameworks (i.e., Eulerian, Lagrangian or ALE) has also been analyzed [10]. Furthermore,
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several works are devoted to the evolution of the metallurgy in the Heat Affected Zone (HAZ) [11] and the formation of different
defects induced by the welding process [6].

The material characterization in FSW simulations is also of great scientific interest because of the strong thermo-mechanical
oupling. On one hand, the thermal analysis is driven by the heat generated by the plastic dissipation (material stirring and friction
etween tool and work piece). On the other hand, the thermal softening, induced by the temperature field, must be accounted for,
n order to characterize both material stiffness and strength accurately. Moreover, the isochoric nature of the plastic deformations
i.e., J2-plasticity or visco-plastic flow models) must be considered [12]. As a consequence, the use of standard (displacement-based)
ormulations is typically precluded and more sophisticated Finite Element technologies are mandatory in order to deal with the
nherent material incompressibility.

Established methods to deal with isochoric behavior are the Reduced and Selective Integration method [13–15], B-bar and F-bar
pproaches [16–19], the Enhanced Assumed Strain methods [20–22] or the Q1P0 Formulation [23]. Unfortunately these methods are
ften only applicable to nearly incompressible cases and/or are not compatible with arbitrary types of elements and choices of shape
unctions. Another approach to deal with incompressible behavior is the use of Discontinuous Galerkin methods [24–26].

The mixed velocity/pressure (𝐮∕𝑝) formulation is an alternative approach to deal with a fully isochoric behavior, regardless of the
lement type (e.g., hexahedral, tedrahedral or prism elements are allowed) and thus facilitating the mesh generation when complex
ndustrial tools are used. Stabilization techniques and, particularly, the Variational Multi-Scale (VMS) method [27,28] have been
ntroduced to overcome the limitation on the compatibility among the interpolation degrees of the nodal variables. This approach,
riginally developed for incompressible computational fluid dynamics (CFD) analysis, has been extended to solid mechanics [29] to
eal with elasto-plasticity, damage and strain localization problems [30–35], hyper-elasticity [36,37] and elasto-dynamics, including
inite strain solid dynamics [38–41]. Throughout the present paper the 𝐮∕𝑝 formulation will also be referred to as the two-field

formulation.
To enhance the accuracy of the solution of a Finite Element simulation, the most frequently applied techniques are: the use

of finer meshes (ℎ-refinement), higher order shape functions (𝑝-refinement) or a combination of both (ℎ𝑝-refinement [42,43]).
Unfortunately, 𝑝-refinement is not straightforward for the 𝐮∕𝑝 formulation. However, mixed formulations, considering either the
stress or strain as an additional primary unknown, have proven to be a good alternative to the use of higher order shape functions.

The mixed (linear/linear) displacement/stress (𝐮∕𝝈) formulation [44,45] was developed to enhance the solution accuracy by
considering the stresses, additionally to the displacements, as primary unknowns. By splitting the stress tensor into its volumetric
(i.e., the pressure 𝑝) and its deviatoric part (𝐬), it is possible to define a three-field 𝐮∕𝑝∕𝐬 formulation [46] able to combine the
material incompressibility requirement with stress accuracy.

However, several material laws are strain driven. Therefore, the mixed displacement/strain (𝐮∕𝜺) formulation [44,47,48] was
proposed. Finally, the novel displacement/pressure/deviatoric strain (𝐮∕𝑝∕𝐞) formulation [12] combines both the 𝐮∕𝑝 and 𝐮∕𝜺
formulations. The 𝐮∕𝑝∕𝐞 formulation yields a faster convergence rate upon mesh refinement when compared to the classical 𝐮∕𝑝
formulation and shows an enhanced accuracy for the same number of degrees of freedom. It has also proven to be a valuable
tool in the analysis of non-linear, inelastic behavior [49] and topology optimization [50]. Throughout the present paper the 𝐮∕𝑝∕𝐞
formulation will also be referred to as the three-field formulation.

When simulating FSW processes however, the solution is smooth in most regions of the computational domain. Therefore the
use of the very sophisticated and CPU-expensive 𝐮∕𝑝∕𝐞 formulation is unnecessary in most parts of the domain. Only close to the
pin, where high temperature gradients and strain rates are observed, the 𝐮∕𝑝∕𝐞 formulation is required. In order to define the most
suitable and computationally efficient framework for the FSW simulation, an adaptive use of both two- and three-field formulations
is presented in this work. This Adaptive Formulation Refinement (AFR) approach is driven by an a posteriori error estimator [51–54].
Thus, it is possible to switch between the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 formulation according to the required solution accuracy, while preserving
the use of linear elements and avoiding any remeshing. Furthermore, it can be shown that the treatment of the interface between
unrefined (𝐮∕𝑝) and refined (𝐮∕𝑝∕𝐞) subdomains is straightforward, due to the compatibility of the variable fields and the lack of
hanging nodes.

The main novelty of the present paper is the element-wise use of differently accurate (and computationally demanding) mixed
and stabilized FE formulations as a means of adaptive refinement strategy. The presented paper shows that the superior strain rate
accuracy of the three-field formulation can be applied in crucial areas of the computational domain while the overall computational
cost is reduced by using the two-field formulation elsewhere. A reasonable subdivision of the computational domain into 𝐮∕𝑝 and
𝐮∕𝑝∕𝐞 elements is key to minimizing the global error with respect to the computational cost and is therefore discussed in detail in
the present paper. The focus lies on the demonstration of the capabilities of this novel approach to adaptive refinement. Hence, the
modeling of the FSW process is kept as simple as possible. To assess the results several numerical examples are presented.

The outline of the present paper is as follows: In Section 2 the governing equations for the mechanical problem are introduced
and the visco-plastic material model is introduced in Section 2.2. Section 2.3 introduces the weak form and element stiffness matrices
for the 𝐮∕𝑝 formulation (Section 2.3.1) and the 𝐮∕𝑝∕𝐞 formulation (Section 2.3.2), respectively. In Section 3 the thermal problem
is introduced. In Section 4 the AFR approach is introduced, including the error estimators (Section 4.1), the adaptive approach
(Section 4.3) as well as the solution strategy (Section 4.4). The results are presented and assessed in Section 5 and conclusions are
drawn in Section 6.
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Fig. 1. Friction Stir Welding Process.

2. Mechanical analysis

In Friction Stir Welding a pin-tool is rotating around its axis while moving forward along the welding line. Thus, assuming a
Lagrangian framework, it is necessary to perform continuous remeshing to adjust the mesh according to the current tool position.
Alternatively, it is possible to consider a relative movement of the metal sheets towards the actual pin which is kept rotating around
a fixed axis. In this case, the problem is solved in an Eulerian framework [29] (see Fig. 1).

The advantage of the Eulerian framework is the minimization of remeshing, particularly when a cylindrical tool is used. Bussetta
et al. [10] showed that both frameworks yield equivalent results, though the Eulerian framework is generally preferred because it is
computationally more efficient. The main consequence of adopting an Eulerian framework is related to the constitutive model used
to characterize thermo-mechanical material behavior. The classical thermo-elasto-visco-plastic model, used within the Lagrangian
framework, is typically replaced by a thermo-visco-plastic flow model, as introduced in Section 2.2.

2.1. Continuum problem

Let 𝛺 denote the open and bounded domain in R𝑛 occupied by the body defined in a space of 𝑛 dimensions. The boundary 𝛤
of 𝛺 is split into 𝛤𝑢, where the prescribed velocities 𝐮̄ are specified (Dirichlet boundary conditions), and 𝛤𝑡, where the prescribed
tractions 𝐭̄ are applied (Neumann boundary conditions), such that 𝛤𝑢 ∪ 𝛤𝑡 = 𝛤 and 𝛤𝑢 ∩ 𝛤𝑡 = ∅.

The mechanical model is described by the following set of equations

∇ ⋅ 𝐬 + ∇𝑝 + 𝐛 = 𝟎 (1)

𝐞 − ∇𝑠𝐮 = 𝟎 (2)

𝐬 − 2𝜇eff 𝐞 = 𝟎 (3)

∇ ⋅ 𝐮 = 0, (4)

where Eq. (1) is the balance of momentum equation, Eq. (2) the kinematic equation, Eq. (3) the constitutive equation, and, finally,
Eq. (4) enforces the incompressibility constraint. In the above equations, 𝐮 denotes the velocity field, being the driving variable of
the problem, 𝑝 and 𝐬(𝐞) are the spherical (pressure) and the deviatoric parts of the stress tensor, 𝜇eff is the effective viscosity and 𝐛
are the body forces. The strain rate tensor, 𝐞 = ∇𝑠𝐮, is purely deviatoric due to the isochoric nature of this problem (incompressible
flow). Observe that the convective term of the balance of momentum equation is neglected because in FSW the material flow is
characterized by very low Reynolds numbers (the viscous forces being much larger than the inertial forces [12,29]).

2.2. Norton–Hoff material model

Visco-plastic behavior is widely used to describe the material flow for the simulation of several metal forming processes such as
metal casting, extrusion or forging. Such laws neglect the elastic response and assume an incompressible material flow. Common
visco-plastic material models are the Sheppard–Wright model [55], the (regularized) Bingham model [56], the Carreau model [57]
and the Norton–Hoff model [58,59], which is a generalization of a non-Newtonian fluid, modeled as a power law. In the present
work, the Norton–Hoff model is used because of the availability of temperature-dependent material parameters (see Fig. 19),
obtained from an extensive experimental program.
3
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Fig. 2. Norton–Hoff power law and linearized law at a fixed temperature of 𝑇 = 300 ◦ C.

The stresses 𝐬 are obtained as

𝐬 = 2𝜇eff 𝐞 with 𝜇eff (𝛾) = 𝜇0𝛾
𝑚−1, (5)

where the effective viscosity 𝜇eff is computed from the (temperature-dependent) consistency parameter 𝜇0, the equivalent strain
rate 𝛾 =

√

2‖𝐞‖ and the (temperature-dependent) flow index 𝑚. Note that for 𝑚 = 1 Newtonian behavior is recovered, thus 𝜇eff = 𝜇0.
In the present work, the flow index 𝑚 ranges from 0.02 to 0.2, resulting in very non-linear behavior and leading to a shear-thinning
ffect at the boundary layer.

The mechanical dissipation 𝐷m is computed as

𝐷m = 𝜑 𝐬 ∶ 𝐞, (6)

where 𝜑 is the fraction of the mechanical dissipation turned into heat.
Analogous to the equivalent strain rate, an equivalent stress 𝜏 can be computed as 𝜏 =

√

2
2 ‖𝐬‖. Thus, the constitutive equation

can also be written as 𝜏 = 𝜇eff 𝛾 and the mechanical dissipation reduces to 𝐷m = 𝜑𝜏𝛾.

Linearized law. Due to the highly non-linear nature of the constitutive equation for very low values of the flow index parameter
𝑚, a linearized version of the Norton–Hoff law is proposed. For each order of magnitude of the equivalent strain rate 𝛾, a modified
effective viscosity 𝜇̄eff is computed by interpolating the values obtained at the two extremes 𝜇eff1 and 𝜇eff2.

First, the order of magnitude of the equivalent strain rate is determined to the smaller whole number 𝜓 as

𝜓 = ⌊log10 𝛾⌋ for 𝛾 > 1. (7)

Then, two equivalent strain rates are computed as 𝛾1 = 10𝜓 and 𝛾2 = 10𝜓+1 and, according to Eq. (5), two effective viscosities 𝜇eff1
and 𝜇eff2 are computed. Finally, by performing a linear interpolation, the value of the modified effective viscosity 𝜇̄eff is obtained.
For values of 𝛾 ≤ 1, the linearized effective viscosity is computed as 𝜇̄eff = 𝜇eff (𝛾 = 1).

Fig. 2 shows the equivalent stress/strain rate curves of both the original and the linearized Norton–Hoff model for a constant
temperature 𝑇 .

2.3. Mixed finite element formulations

Two of the main challenges of simulating FSW are the isochoric material flow and the highly non-linear material behavior induced
by the thermal softening. In the present work, mixed formulations are used to address both challenges. The mixed velocity/pressure
(𝐮∕𝑝) formulation is typically used in CFD analysis to deal with fully incompressible fluid flows. This formulation allows for the
use of arbitrary element types such as hexahedral, tetrahedral or prism elements as well as arbitrary orders of shape functions.
Nevertheless, linear–linear shape functions are generally used to interpolate both the velocity and pressure fields [44]. Alternatively,
the mixed velocity/pressure/deviatoric strain rate (𝐮∕𝑝∕𝐞) formulation can be adopted. This three-field formulation has shown a
superior stress/strain rate accuracy while also dealing with fully incompressible behavior [12]. However, the 𝐮∕𝑝∕𝐞 formulation is
also computationally more expensive because it introduces the deviatoric strain rate tensor as a primary unknown, together with
the velocity and the pressure fields.

The main objective of the present work is to enhance the efficiency of FSW simulations by using the 𝐮∕𝑝∕𝐞 formulation only in
the regions of the computational domain where the enhanced stress/strain rate accuracy is required, while using the 𝐮∕𝑝 formulation
elsewhere.

In the following, the weak forms and element stiffness matrices of the two formulations are presented. The Variational Multiscale
Method (VMS) [28] is used to stabilize both formulations, which is required because linear approximations are adopted for all
4
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2.3.1. Two-field Formulation – 𝐮∕𝑝
The mixed 𝐮∕𝑝 formulation is obtained by substituting the kinematic equation, Eq. (2), and the constitutive equation, Eq. (3),

nto the balance of momentum equation, Eq. (1). The resulting system of equations reads

∇ ⋅ (2𝜇eff∇𝑠𝐮) + ∇𝑝 + 𝐛 = 𝟎 (8)

∇ ⋅ 𝐮 = 0. (9)

q. (8) is the balance of momentum equation in mixed form, defined in terms of both the velocity field 𝐮 and the pressure field 𝑝.
Eq. (9) is the kinematic equation, used to enforce the incompressibility constraint.

Galerkin weak form. The corresponding weak form (after integration by parts) reads

∫𝛺
∇𝑠𝛿𝐮 ⋅ 2𝜇eff∇𝑠𝐮d𝑉 + ∫𝛺

(∇ ⋅ 𝛿𝐮) 𝑝d𝑉 + ∫𝛺
𝛿𝑝 (∇ ⋅ 𝐮)d𝑉 = 𝐹 (𝛿𝐮) (10)

where the work of the external loads is

𝐹 (𝛿𝐮) = ∫𝛺
𝛿𝐮 ⋅ 𝐛d𝑉 + ∫𝛤𝑡

𝛿𝐮 ⋅ 𝐭̄ d𝐴, (11)

and where 𝛿𝐮 and 𝛿𝑝 are the test functions. Note that the velocity test function vanishes on the boundary 𝛿𝐮 = 0 on 𝛤𝑢. The problem
is complemented by the Dirichlet and Neumann boundary conditions that are defined as

𝐮 = 𝐮̄ on 𝛤𝑢 (12)

𝐬 ⋅ 𝐧 = 𝐭̄ on 𝛤𝑡, (13)

where 𝐮̄ and 𝐭̄ are the prescribed velocities and tractions, respectively, and 𝐧 is the unit outward normal to the surface 𝛤𝑡.
The discrete Galerkin Finite Element approximation can be obtained by discretizing the computational domain into Finite

Elements. The solution of the continuum problem {𝐮, 𝑝} is then approximated by
{

𝐮ℎ, 𝑝ℎ
}

. The discrete counterpart of the weak
form therefore reads

∫𝛺𝑒
∇𝑠𝛿𝐮ℎ ⋅ 2𝜇eff∇𝑠𝐮ℎ d𝑉 + ∫𝛺𝑒

(∇ ⋅ 𝛿𝐮ℎ) 𝑝ℎ d𝑉 + ∫𝛺𝑒
𝛿𝑝ℎ (∇ ⋅ 𝐮ℎ)d𝑉 = 𝐹 (𝛿𝐮ℎ) (14)

Stabilization. If the same order of interpolation is used for both velocity and pressure fields, the mixed problem violates the LBB
condition [60] and therefore lacks stability. To stabilize the formulation, the Variational Multiscale Method (VMS) is used. The
stabilized 𝐮∕𝑝 formulation reads

∫𝛺𝑒
∇𝑠𝛿𝐮ℎ ⋅ 2𝜇eff∇𝑠𝐮ℎ d𝑉 + ∫𝛺𝑒

(∇ ⋅ 𝛿𝐮ℎ) 𝑝ℎ d𝑉 + ∫𝛺𝑒
𝛿𝑝ℎ (∇ ⋅ 𝐮ℎ)d𝑉 − 𝜏𝐮 ∫𝛺𝑒

∇𝛿𝑝ℎ ⋅ 𝖯⟂ℎ [∇𝑝ℎ]d𝑉 = 𝐹 (𝛿𝐮ℎ), (15)

where 𝜏𝐮 is a stabilization parameter [29] that is computed as

𝜏𝐮 = 𝑐𝑢
ℎ2

2𝜇eff
. (16)

Remark 1. The operator 𝖯⟂ℎ = 𝐈 − 𝖯ℎ denotes the projection onto the space orthogonal to the Finite Element space, where 𝖯ℎ is
the projection onto the appropriate Finite Element space. Typically the projection 𝖯ℎ is evaluated at the previous iteration and can
therefore be moved to the right-hand side of the problem. A detailed derivation of the stabilized mixed 𝐮∕𝑝 formulation for solid
mechanics can be found in [29]. See also [61–63].

Element stiffness matrix. The element-wise approximations of the two-field problem are 𝐮ℎ = 𝐍𝑢𝐔ℎ and 𝑝ℎ = 𝐍𝑝𝐏ℎ with 𝐔ℎ and 𝐏ℎ
being the corresponding nodal values of the velocity and pressure fields, respectively. 𝐍𝑢 and 𝐍𝑝 are the matrices of the corresponding
shape functions. The Galerkin method defines the test function by using the same shape functions used for the interpolation of the
nodal variables, thus 𝛿𝐮ℎ = 𝐍𝑢𝛿𝐔ℎ and 𝛿𝑝ℎ = 𝐍𝑝𝛿𝐏ℎ. Thus, the corresponding elemental stiffness matrix reads

𝐊 = ∫𝛺𝑒

[

2𝜇eff [𝐁𝖳𝐁] [𝐆𝐍]

[𝐍𝖳𝐆𝖳] −𝜏𝐮[G𝖳𝐆]

]

d𝑉 . (17)

2.3.2. Three-field Formulation – 𝐮∕𝑝∕𝐞
The mixed 𝐮∕𝑝∕𝐞 formulation is obtained by introducing only the constitutive equation Eq. (3) into the balance of momentum

equation Eq. (1) while preserving both the kinematic equation Eq. (2) and the incompressibility constraint Eq. (4).

∇ ⋅ (2𝜇eff 𝐞) + ∇𝑝 + 𝐛 = 𝟎 (18)

𝐞 − ∇𝑠𝐮 = 𝟎 (19)

∇ ⋅ 𝐮 = 0 (20)

The mechanical problem is now formulated in terms of the deviatoric strain rate 𝐞, the pressure 𝑝 and the velocity 𝐮 as primary
unknowns.
5
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Galerkin weak form. The corresponding weak form (after integration by parts) reads

∫𝛺
(∇ ⋅ 𝛿𝐮) ⋅ 𝑝d𝑉 + ∫𝛺

∇𝑠𝛿𝐮 ⋅ 2𝜇eff 𝐞d𝑉 + ∫𝛺
𝛿𝑝 (∇ ⋅ 𝐮)d𝑉 + ∫𝛺

𝛿𝐞 ⋅ 2𝜇eff∇𝑠𝐮d𝑉 − ∫𝛺
𝛿𝐞 ⋅ 2𝜇eff 𝐞d𝑉 = 𝐹 (𝛿𝐮), (21)

here 𝛿𝐮, 𝛿𝑝 and 𝛿𝐞 are the test functions with 𝛿𝐮 = 0 on 𝛤𝑢. Note that the third equation has been multiplied with 2𝜇eff to achieve
ymmetry. The problem is complemented by the same boundary conditions as for the 𝐮∕𝑝 formulation.

In the corresponding discrete Galerkin Finite Element problem, the solution of the continuum problem {𝐮, 𝑝, 𝐞} is now
pproximated by

{

𝐮ℎ, 𝑝ℎ, 𝐞ℎ
}

.

∫𝛺𝑒
(∇ ⋅ 𝛿𝐮ℎ) 𝑝ℎ d𝑉 + ∫𝛺𝑒

∇𝑠𝛿𝐮ℎ ⋅ 2𝜇eff 𝐞ℎ d𝑉 + ∫𝛺𝑒
𝛿𝑝ℎ (∇ ⋅ 𝐮ℎ)d𝑉 + ∫𝛺𝑒

𝛿𝐞ℎ ⋅ 2𝜇eff∇𝑠𝐮ℎ d𝑉 − ∫𝛺𝑒
𝛿𝐞ℎ ⋅ 2𝜇eff 𝐞ℎ d𝑉 = 𝐹 (𝛿𝐮ℎ) (22)

tabilization. As for the 𝐮∕𝑝 formulation, the VMS method is adopted to stabilize the formulation. The stabilized 𝐮∕𝑝∕𝐞 formulation
eads

∫𝛺𝑒
(∇ ⋅ 𝛿𝐮ℎ) 𝑝ℎ d𝑉 + ∫𝛺𝑒

∇𝑠𝛿𝐮ℎ ⋅ 2𝜇eff 𝐞ℎ d𝑉 + ∫𝛺𝑒
𝛿𝑝ℎ (∇ ⋅ 𝐮ℎ)d𝑉 + ∫𝛺𝑒

𝛿𝐞ℎ ⋅ 2𝜇eff∇𝑠𝐮ℎ d𝑉 − ∫𝛺𝑒
𝛿𝐞ℎ ⋅ 2𝜇eff 𝐞ℎ d𝑉

+𝜏𝐞 ∫𝛺𝑒
∇𝑠𝛿𝐮ℎ ⋅ 𝖯⟂ℎ [2𝜇eff∇

𝑠𝐮ℎ]d𝑉 − 𝜏𝐮 ∫𝛺𝑒
∇𝛿𝑝ℎ ⋅ 𝖯⟂ℎ [∇𝑝ℎ]d𝑉 = 𝐹 (𝛿𝐮ℎ),

(23)

here the stabilization parameters [46] are computed as

𝜏𝐮 = 𝑐𝑢
ℎ2

2𝜇eff
(24)

𝜏𝐞 = 𝑐𝑒. (25)

emark 2. Analogous to the stabilized 𝐮∕𝑝 formulation, the stabilization terms for the 𝐮∕𝑝∕𝐞 also includes projections onto the
space orthogonal to the Finite Element space, which also can be moved to the right-hand side of the equation, when evaluated at
the previous iteration. For detailed derivation of the stabilized mixed 𝐮∕𝑝∕𝐞 formulation see [12,46,50].

Element stiffness matrix. The element-wise approximations of the three solution fields are 𝐮ℎ = 𝐍𝑢𝐔ℎ, 𝑝ℎ = 𝐍𝑝𝐏ℎ and 𝐞ℎ = 𝐍𝑒𝐄ℎ with
ℎ, 𝐏ℎ and 𝐄ℎ being the corresponding nodal values and 𝐍𝑢, 𝐍𝑝 and 𝐍𝑒 being the corresponding matrices of shape functions. The

est functions are defined as 𝛿𝐮ℎ = 𝐍𝑢𝛿𝐔ℎ, 𝛿𝑝ℎ = 𝐍𝑝𝛿𝐏ℎ and 𝛿𝐞ℎ = 𝐍𝑒𝛿𝐄ℎ. Thus, the corresponding elemental stiffness matrix reads

𝐊 = ∫𝛺𝑒

⎡

⎢

⎢

⎢

⎣

𝜏𝐞2𝜇eff [𝐁𝖳𝐁] [𝐆𝐍] 2𝜇eff [𝐁𝖳𝐍]

[𝐍𝖳𝐆𝖳] −𝜏𝐮[G𝖳𝐆] [𝟎]

2𝜇eff [𝐍𝖳𝐁] [𝟎] −2𝜇eff [𝐍𝖳𝐍]

⎤

⎥

⎥

⎥

⎦

d𝑉 . (26)

3. Thermal analysis

3.1. Continuum problem

The governing equation of the thermal problem reads

𝜌0𝑐
( 1
𝛼
d𝑇
d𝑡

+ 𝐮 ⋅ ∇𝑇
)

+ ∇ ⋅ 𝐪 = 𝐷m with 𝐪 = −𝑘∇𝑇 , (27)

where 𝑇 is the temperature field (the driving variable of the problem), 𝐮 the convective velocity, 𝜌0 the material density, 𝑐 is the
(temperature-dependent) specific heat capacity and 𝐪 is the heat flux, where 𝑘 is the (temperature-dependent) thermal conductivity.
𝐷m denotes the plastic dissipation (see Section 2.2), acting as source term.

The parameter 𝛼 is introduced to artificially accelerate the transient phase by increasing the thermal diffusion. Thus, the steady
state condition can be achieved faster. This method was first introduced by Dialami et al. [64] for the numerical simulation of FSW
processes.

3.2. Finite element formulation

The corresponding weak form of the thermal problem reads

∫𝛺
𝛿𝑇 𝜌0𝑐

( 1
𝛼
d𝑇
d𝑡

+ 𝐮 ⋅ ∇𝑇
)

d𝑉 + ∫𝛺
∇𝛿𝑇 ⋅ 𝑘∇𝑇 d𝑉 = ∫𝛺

𝛿𝑇 ⋅𝐷m d𝑉 − ∫𝛤𝑞
𝛿𝑇 ⋅ 𝑞 d𝐴, (28)

here 𝛿𝑇 is the test function of the temperature field.
The problem is complemented by the boundary conditions. The boundary 𝛤 of 𝛺 is split into 𝛤𝑇 , where the prescribed

emperatures 𝑇̄ are specified (Dirichlet boundary conditions), and 𝛤𝑞 , where the prescribed heat fluxes 𝑞 are applied (Neumann
oundary conditions), such that 𝛤𝑇 ∪ 𝛤𝑞 = 𝛤 and 𝛤𝑇 ∩ 𝛤𝑞 = ∅. The boundary conditions are defined as

𝑇 = 𝑇̄ on 𝛤𝑇 (29)
6

𝐪 ⋅ 𝐧 = 𝑞 on 𝛤𝑞 , (30)
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where 𝐧 is the unit outward normal to the surface 𝛤𝑞 . On surfaces which are in contact with the back plate, the heat is dissipated
by conduction and can be expressed by Newton’s law as

𝑞cond = ℎcond(𝑇 − 𝑇backplate), (31)

where ℎcond is the heat transfer coefficient by conduction and 𝑇backplate the environment temperature. Heat fluxes to the environment
by convection and radiation are not considered. The initial temperature for the transient thermal problem is 𝑇 (𝑡 = 0) = 𝑇0.

The discrete Galerkin Finite Element approximation can be obtained by discretizing the computational domain into Finite
Elements. The solution of the continuum problem 𝑇 is now approximated by 𝑇ℎ. Thus, the discrete counterpart of the weak form
reads

∫𝛺𝑒
𝛿𝑇ℎ 𝜌0𝑐

(

1
𝛼
d𝑇ℎ
d𝑡

+ 𝐮ℎ ⋅ ∇𝑇ℎ
)

d𝑉 + ∫𝛺𝑒
∇𝛿𝑇ℎ ⋅ 𝑘∇𝑇ℎ d𝑉 = ∫𝛺𝑒

𝛿𝑇ℎ𝐷m d𝑉 − ∫𝛤 𝑒𝑞
𝛿𝑇ℎ 𝑞 d𝐴. (32)

emark 3. The Eulerian formulation, adopted for the mechanical problem, introduces convection terms in the governing equations
f the thermal problem. In convection dominated problem this may cause stability problems. In this work, Galerkin Least-Squares
GLS) stabilization is used to stabilize the thermal problem [65].

emark 4. The coupled thermo-mechanical problem is solved through a staggered scheme derived from a fractional step
ethod [1]. Thus, the mechanical problem is solved first, based on the current temperature field. Next, the thermal field is computed,

ased on the updated velocity field. Note that the mechanical problem requires temperature-dependent material properties (i.e., the
iscosity and flow index), while the thermal problem requires the velocity field 𝐮 to compute the convection term and the mechanical
issipation 𝐷m as heat source.

. Adaptive formulation refinement

In order to define a most suitable and computationally efficient framework for an FSW simulation, the adaptive use of both
he two- and three-field formulations is proposed in this work. The AFR method switches between the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 formulations,

driven by a refinement criterion based on a posteriori error estimation.
When compared to established refinement approaches (i.e., adaptive ℎ- and 𝑝-refinement), the AFR method shows some

advantages which are beneficial for simulating FSW problems. By using a stabilized mixed formulation, linear interpolation can
be adopted for all variable fields. Moreover, the same mesh is used during the whole analysis, thus no remeshing is required.
Finally, the treatment of the interface between refined and unrefined subdomains is straightforward since no hanging nodes need
to be considered. The AFR approach can be broken down into four parts:

1. Definition of an a posteriori error estimator, to drive the adaptive method
2. Strain rate and stress consistency
3. Definition of the adaptivity approach
4. Integration into a High Performance Computing (HPC) framework

4.1. Refinement criteria and error estimation

For some applications it is possible to know a priori where a high accuracy is required. Thus, a finer mesh, a different formulation
or higher order shape functions, can be set at the beginning of the simulation. However, this is typically not known a priori and
adaptive approaches are used instead. As a consequence, a posteriori error estimators and refinement criteria are used to determine
where the highest errors occur and refinement is required. For the AFR approach, this means determining where to use the 𝐮∕𝑝 and
𝐮∕𝑝∕𝐞 formulations, respectively.

In the present work, the well known Zienkiewicz–Zhu (ZZ) error estimator [52] is used. The local (element-wise) error 𝑒ZZ is
estimated by comparing two strain rates (𝐞p and 𝐞c) at the center of the element. The first strain rate 𝐞p is obtained by computing
the symmetric gradient of the velocity at the integration points, projecting them to the nodes using a lumped mass matrix projection
and interpolating the results to the center of the element. The second strain rate 𝐞c is computed as the symmetric gradient of the
velocity field directly at the center of the element without projecting it to the nodes first. Subsequently, the difference is computed
as 𝐞dif f = 𝐞p − 𝐞c and the norm of the strain rate difference is integrated over the element according to Eq. (33).

𝑒ZZ = ∫𝛺𝑒
𝐞dif f ∶ 𝐞dif f d𝛺𝑒 (33)

For Finite Element approaches with 𝐶0 continuity, this error estimator approximately quantifies the difference between the strain
rate field obtained by computing the symmetric gradient of the velocity field in the 𝐮∕𝑝 formulation and the strain rate field that
would be obtained by using the 𝐮∕𝑝∕𝐞 approach. Hence, it is a good indicator to switch from 𝐮∕𝑝 to 𝐮∕𝑝∕𝐞.

.2. Strain rate and stress consistency

This subsection aims to explain how strain rates and stresses are obtained in the different mixed formulations. This is important
7

o later ensure a consistency of those fields at the interface between unrefined (𝐮∕𝑝) and refined (𝐮∕𝑝∕𝐞) subdomains.
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Fig. 3. Strain rate and stress handling in two-field 𝐮∕𝑝 formulation.

Fig. 4. Strain rate and stress handling in three-field 𝐮∕𝑝∕𝐞 formulation.

𝐮∕𝑝 formulation. In the two-field formulation, the velocity field 𝐮 is computed at the nodes (●, Fig. 3(a)). Assuming linear elements,
the resulting field is therefore 𝐶0-continuous. To obtain the strain rate 𝐞, the first derivative is computed at the integration points
(■) of the elements (Fig. 3(b)). Due to the derivation, the strain rate field becomes 𝐶−1-continuous or discontinuous. This is especially
bvious for linear simplex elements since the strain rate is constant within each element. Finally the stresses are obtained (Fig. 3(d))
y evaluating the material law. Since the strain rates are computed and stored at the integration points, the material law is also
valuated at the integration points. Therefore, both the stresses and the mechanical dissipation are computed at the same location.
o postprocess the strain rate, stress or dissipation, the fields are often projected onto the nodes (Figs. 3(c) and 3(e)) in order to
how continuous fields.

∕𝑝∕𝐞 formulation. Unlike in the two-field formulation, the strain rate is now considered an additional primary unknown and is
herefore defined at the nodes. (Fig. 4(b)). This given, two different approaches could be followed.

The first approach would be to also compute stresses and the dissipation at the nodes. However, this would require to evaluate
he material law at the nodes, which is possible but uncommon. It would also create an inconsistency between the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞

subdomains.
To keep consistency between the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 subdomains, the same approach as for the two-field formulation is followed.

he strain rate field is available at the nodes (●), hence it is 𝐶0-continuous. Afterwards the field is interpolated to the integration
oints (■, Fig. 4(b)) and thus it is still continuous. Considering a linear material law, also the stresses are continuous (Fig. 4(c)).
nly when considering a non-linear material law, a discontinuous stress field can be observed (Fig. 4(d)). Finally, the mechanical
issipation, which is computed from the stresses and the strain rate, can also be easily computed at the integration points.

.3. Adaptive approach

At the beginning of each time step, the evaluation of the refinement criterion (based on the chosen error estimator) yields
he definition of the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 subdomains. The element stiffness matrices are then computed according to which subdomain
he current element belongs to. Since the 𝐮∕𝑝 formulation is a subset of the 𝐮∕𝑝∕𝐞 formulation, it is convenient to consider the
hree-field formulation as the default approach. Thus, in the 𝐮∕𝑝 subdomain the degrees of freedom associated with the strain rate
re deactivated.

At the interface between the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 elements all three-field variables (𝐮, 𝑝 and 𝐞) are preserved. A schematic
epresentation of the interface between two-field and three-field elements can be seen in Fig. 5. Note that all nodes at the interface
re 𝐮∕𝑝∕𝐞 nodes.

Thanks to the unified way of treating the strain rate, the mixed strain rate field can be obtained straightforwardly, as seen in
ig. 6. In the 𝐮∕𝑝 subdomain the strain rate is obtained by computing the symmetric gradient of the velocity at the integration points,
hereas in the 𝐮∕𝑝∕𝐞 subdomain, the strain rate is directly obtained as a solution at the nodes and afterwards interpolated to the
8
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Fig. 5. Interface of 𝐮∕𝑝∕𝐞 and 𝐮∕𝑝 elements and nodes.

Fig. 6. Solution fields at the formulation interface.

Fig. 7. Visualization of non-zero matrix entries of an AFR problem.

integration points. Therefore, the subsequent computation of the stresses and the dissipation can be carried out at the integration
points.

Remark 5. Special attention must be paid to the computation of the strain rate subscales when using orthogonal sub-grid
stabilization (OSS, a specific type of VMS stabilization [29,61]). The computation of the projection onto the space of subscales
𝖯̃ involves the nodal projection of the subscales of the affected variables. This poses no problem for the velocity and pressure
subscales since both fields are defined on the whole domain. The strain rate subscales, however, only exist in the 𝐮∕𝑝∕𝐞 subdomain.
Consequently, the nodes at the interface between the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 subdomains lack a contribution from adjacent 𝐮∕𝑝 elements,
when the nodal projection of the strain rate subscales is performed. To solve this problem the nodal strain rate in the 𝐮∕𝑝 subdomain
is approximated by a nodal projection of the symmetric gradient of the velocity.

4.4. Solver strategies

The purpose of the deactivation of the degrees of freedom (DOFs) associated to the strain rate in the 𝐮∕𝑝 subdomain is to create
a problem which is smaller (less required memory) and faster to solve (less required CPU-time). However, to achieve this, some
aspects of the deactivation process requires further discussion.

In most Finite Element codes, the system matrices are usually stored in a compressed format like the Compressed Sparse Row
(CSR) format. The graph of the matrix is used to locate an entry of the matrix. Note that the graph only accounts for non-zero
entries of the matrix.

In the following, the small mesh shown in Fig. 7(a) is analyzed. In most Finite Element applications all nodes have the same
number of DOFs and almost all assembled values are non-zeros. In such cases it is convenient to build the graph by nodes. This
allows all DOFs associated with a particular node to be assembled in a single operation. The resulting pattern of non-zeros is shown
in Fig. 7(b).

In the context of the AFR method, the mesh shown in Fig. 7(a) could correspond to a 𝐮∕𝑝 subdomain. Hence, only the velocity
and pressure DOFs are of interest. However, if no further action is taken, the graph and pattern of non-zeros would remain the same
as the one corresponding to the default 𝐮∕𝑝∕𝐞 formulation. This causes two problems. First, a large number of zeros are assembled
9
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Fig. 8. PETSc solver settings. Note that the maximum number of solver iterations specified (300) is never reached. The default preconditioning in PETSc is
ILU(0).

to the system, which is increasing the build time unnecessarily. Second, although the assembled zeros do not contribute to the
solution, the solver needs to consider these entries when solving the system because – according to the graph – they are considered
non-zeros. This increases the solve time.

The solution to this problem is to build the graph by DOFs. This allows to only consider the 𝐮∕𝑝 DOFs as well as a unitary value
in the positions of the main diagonal which correspond to strain rate components as part of the graph and therefore as non-zero
entries. Hence, the latter do not contribute noticeably to the solving time since they are the only non-zero entries in their respective
rows and columns. This results in faster build and solve times and avoids any renumbering of the DOFs since all matrices remain
the same size.

The resulting pattern of non-zeros is shown in Fig. 7(c).

Remark 6. The activation and deactivation of DOFs is handled at runtime. For each time step the refinement criterion is evaluated
and the elements (and respective nodes) are determined to be either 𝐮∕𝑝∕𝐞 or 𝐮∕𝑝. The DOF graph is then modified correspondingly.

Remark 7. The authors of the present paper use the PETSc library [66] to build and solve the system. In PETSc, the expression
‘BAIJ-matrix’ (B stands for ‘blocked’) refers to matrices that support multiple DOFs being assembled as one block in a single operation
(i.e., the graph is built by nodes). In the example shown in Fig. 7(a), the block size is 7 (the number of DOFs per node), and must
be the same for all nodes. To be able to vary the number of DOFs per node, the graph must be built by DOFs. Therefore, in PETSc,
an ‘AIJ-matrix’ must be used instead.

5. Numerical examples

In this section the proposed AFR method is assessed by solving several numerical examples. Four different examples are shown,
each giving a different perspective on the performance of the presented method.

Example 1 The build and solve times for different matrix types and assembly strategies are studied. This example assesses the
results obtained with the PETSc solver library.

Example 2 A simple 2D flow over a cylinder case is presented. This example shows the dissipation field for the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞
formulations, as well as the solution using AFR. The solution accuracy in different parts of the domain is assessed with
regard to the different formulations.

Example 3 A global error analysis is performed in order to study the convergence rates upon mesh refinement and to prove that the
AFR method converges to the analytical solution. Furthermore, the influence of the arrangement of 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 subdomains
is studied.

Example 4 Finally, an FSW application is presented. The example is a 3D, thermo-mechanically coupled case with highly non-linear
material behavior. This final example aims to demonstrate the use of the AFR method for industrial applications.

In all examples, the stabilization coefficients (see Eqs. (17) and (26)) are 𝑐𝑢 = 1.0 and 𝑐𝑒 = 0.1 for both the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞
formulations.

5.1. Build and solve times assessment

To measure the build and solve times, a 3D case consisting of 70 490 nodes and 66 470 hexahedral elements, is studied for
different formulations and matrix types. In the 𝐮∕𝑝 cases, this resulted in building and solving a system with 281 960 unknowns
(number of nodes times 4 DOF: 𝑢𝑥, 𝑢𝑦, 𝑢𝑧, 𝑝) and in 𝐮∕𝑝∕𝐞 and AFR cases, a system with 704 900 unknowns (number of nodes times
10 DOF: 𝑢𝑥, 𝑢𝑦, 𝑢𝑧, 𝑝, 𝑒𝑥𝑥, 𝑒𝑦𝑦, 𝑒𝑧𝑧, 𝑒𝑥𝑦, 𝑒𝑥𝑧, 𝑒𝑦𝑧). A single iteration is carried out in parallel (6 Threads) on an Intel Core i7-10750H
CPU. For this analysis, the PETSc implementation of the stabilized version of the biconjugate gradient method (BCGS) is used, with
the settings shown in Fig. 8.

The build and solve times for two different matrix types (AIJ and BAIJ) and assembly strategies (node graph and DOF graph),
as introduced in Section 4.4, are shown in Table 1. In the first section (labeled genuine formulation, Nos. 1 and 2) no DOFs are
10
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Table 1
Build and solve times for different methods and matrix types.

No. Method, Matrix type, Graph type Unknowns Build time Solve time

1 genuine formulation, BAIJ, node graph 𝐮∕𝑝 281 960 0.85 s 7.75 s
𝐮∕𝑝∕𝐞 704 900 3.15 s 62.97 s

2 genuine formulation, AIJ, node graph 𝐮∕𝑝 281 960 1.05 s 10.02 s
𝐮∕𝑝∕𝐞 704 900 4.98 s 71.65 s

3 AFR method, AIJ, node graph 𝐮∕𝑝 704 900 3.31 s 54.58 s
𝐮∕𝑝∕𝐞 704 900 4.72 s 73.21 s

4 AFR method, AIJ, DOF graph 𝐮∕𝑝 704 900 → 1.75 s → 12.30 s
𝐮∕𝑝∕𝐞 704 900 4.72 s 71.66 s

Fig. 9. Flow over a cylinder: analysis of dissipation.

graph was built by nodes. The build and solve times of the genuine formulations indicate the range in which the times of the AFR
method should fall. Considering the solve times first, the lower bound is set by the genuine 𝐮∕𝑝 formulation with 7.75 s and 10.02 s
for the BAIJ and AIJ matrices, respectively. The upper bound is set by the genuine 𝐮∕𝑝∕𝐞 formulation with 62.97 s and 71.65 s,
respectively. As expected, it takes more time to solve the 𝐮∕𝑝∕𝐞 problem than the 𝐮∕𝑝 problem and that both building and solving
are faster if BAIJ matrices are used.

The second section (Nos. 3 and 4) shows the results obtained by using the AFR method. This means that the system is always
of the size of the corresponding 𝐮∕𝑝∕𝐞 problem and in the 𝐮∕𝑝 cases, the DOFs associated with the strain rate were not assembled.
The goal of using the AFR method is to achieve build and solve times that are as close as possible to those of the genuine 𝐮∕𝑝
formulation, despite dealing with a system of the size of the 𝐮∕𝑝∕𝐞 problem.

This is possible when the AFR method uses an AIJ matrix in order to take advantage of the DOF graph (No. 4). The performance
of the AFR method can be assessed by comparing the 𝐮∕𝑝 (AIJ) times of the AFR method (No. 4, 12.30 s) to the 𝐮∕𝑝 (AIJ) and 𝐮∕𝑝∕𝐞
(AIJ) times of the genuine formulations (10.02 s and 71.65 s). The AFR method is only marginally slower than the genuine 𝐮∕𝑝
formulation, despite solving a system with 2.5 times as many unknowns.

The necessity of using a DOF graph instead of a node graph becomes obvious when comparing the AFR times for different graph
types (Nos. 3 and 4): 12.30 s vs. 54.58 s.

Note that the build and solve times of the 𝐮∕𝑝∕𝐞 problem do not vary significantly between Nos. 2 to 4. This shows that the
implementation of the AFR method does not introduce any notable computational overhead when dealing with a full problem where
all possible DOFs are active.

Using a graph based on the active DOFs results in a faster solution times compared to the original node-based graph. The build
times follow a similar pattern, though for big problems the solving time dominates the overall required CPU-time.

5.2. Local error analysis

The second example assesses the local solution of a 2D flow-over-a-cylinder case. The geometry and boundary conditions are
shown in Fig. 9. The square domain is of size 10 m × 10 m and the cylinder located in the center of the domain has a diameter of
2 m. The inflow velocity is set to 𝑢𝑥 = 0.01 ms−1. The top and bottom boundaries as well as the boundary of the cylinder are modeled
as slip wall conditions, thus the tangential velocity is free and the normal velocity is set to 𝑢𝑛 = 0. This example is purely mechanical
(temperature coupling is not accounted for) and adopts linear material behavior (Newtonian law). The material viscosity is set to
𝜇 = 1 ⋅ 108 Pa s and the flow index to 𝑚 = 1.
11
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Fig. 10. Differently fine meshes: 96, 240, 880 and 3360 nodes.

Fig. 11. Dissipation over line 𝐴 − 𝐴′ for different mesh resolutions: reference solution indicated by dashed line, 𝐮∕𝑝, 𝐮∕𝑝∕𝐞 and AFR.

Fig. 9 shows a plot of the dissipation 𝐷m on a very fine (120 800 nodes) reference mesh. Fig. 11 shows line plots (𝐴 − 𝐴′) of
the dissipation for four gradually finer meshes (see Fig. 10). The dashed line indicates the reference solution as seen in Fig. 9. The
different markers indicate the solution of the 𝐮∕𝑝 formulation ( ), the 𝐮∕𝑝∕𝐞 formulation ( ) and the AFR method ( ). In the case
of the AFR method, the different subdomains are indicated by the background color: light red for the 𝐮∕𝑝 subdomain and light blue
for the 𝐮∕𝑝∕𝐞 subdomain. These subdomains were created a priori.

Far from the cylinder axis, where smaller dissipation values are expected, all three methods give very similar results, matching
the reference solution. However, the dissipation field close to the cylinder shows a larger deviation from the reference solution. This
deviation is always higher for the 𝐮∕𝑝 formulation and is always lower for the 𝐮∕𝑝∕𝐞 formulation.

For all four meshes, the solution of the AFR strategy is located between the solution of the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 formulations. For the
two coarser meshes, where only a single element is part of the 𝐮∕𝑝∕𝐞 subdomain, the solutions of the AFR strategy is closer to the
𝐮∕𝑝 solution. Whereas, if more than one element belongs the 𝐮∕𝑝∕𝐞 subdomain, the AFR solution is almost identical to the 𝐮∕𝑝∕𝐞
solution.
12
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Fig. 12. Flow around cylinder: analytical solution of velocity norm ‖𝐮‖.

The outcome is the following: (1) in low dissipation areas, all three formulations yield similar results, (2) the AFR solution seems
to be bounded by the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 solutions and (3) if the 𝐮∕𝑝∕𝐞 subdomain is sufficiently large, the AFR solution tends towards
the 𝐮∕𝑝∕𝐞 solution.

5.3. Global error analysis

In this example a convergence study upon mesh refinement is carried out. In the present study, the convergence rates of the
velocity 𝐮 and the energy 𝑒 are examined. The norms of the errors [67] are obtained as follows

‖𝐮 − 𝐮ℎ‖ =
[

∫𝛺
(𝐮 − 𝐮ℎ) ∶ (𝐮 − 𝐮ℎ) d𝛺

]1∕2
(34)

‖𝑒 − 𝑒ℎ‖ =
[

∫𝛺

(

𝐬 − 𝐬ℎ
)

∶ (𝐞 − 𝐞ℎ) d𝛺
]1∕2

, (35)

where 𝐮 is the velocity and 𝐬 and 𝐞 are the deviatoric stresses and strains in Voigt notation, respectively. The index □ℎ indicates
the Finite Element approximation.

The geometry and boundary conditions are presented in Fig. 12. The circular domain has an outer diameter of 20 m and an inner
diameter of 2 m. Homogeneous Dirichlet boundary conditions are applied to the outer perimeter of the circular domain. The inner
perimeter is subjected to a prescribed velocity in tangential direction of 𝑢𝜃 = 0.001 m∕s. The resulting velocity field can be observed
in Fig. 12. The example is purely mechanical (the temperature coupling was not modeled) and linear material behavior is adopted
(Newtonian law). The material viscosity is set to 𝜇0 = 1 Pa s and the flow index to 𝑚 = 1.

For the given geometry and boundary conditions, the analytical solution is used to compute a global error in terms of the velocity
field, its spacial derivatives and the pressure field:

𝑢𝑟 = 0 𝑢𝜃 = −−100 + 𝑟2
99 000 𝑟

(36)

𝑢𝑟,𝑟 = 𝑢𝑟,𝜃 = 𝑢𝜃,𝜃 = 0 𝑢𝜃,𝑟 = − 100 + 𝑟2

99 000 𝑟2
(37)

𝑝 = const. (38)

The AFR strategy relies on optimizing the use of the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 subdomains according to an error criterion. For the given
example, the 𝐮∕𝑝∕𝐞 formulation should be used close to the circular hole in the middle of the domain. The convergence study assesses
the convergence rates for three differently subdivided domains and compares the results of the AFR method to the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞
formulations.

Fig. 13(a) shows a reasonable subdivision scheme, where the 𝐮∕𝑝∕𝐞 subdomain is close to the center of the whole domain,
whereas Figs. 13(b) and 13(c) depict two unreasonable subdivision schemes.

To assess the convergence rates, the global error is plotted over the mesh size ℎ and the total number of degrees of freedom.
Figs. 14 and 15 show the velocity error ‖𝐮 − 𝐮ℎ‖ for different subdivision schemes, while Figs. 16 and 17 show the energy norm
error ‖𝑒 − 𝑒ℎ‖. All plots show the 𝐮∕𝑝 (■) and 𝐮∕𝑝∕𝐞 (■) results as reference.

It can be clearly seen from Figs. 14 and 15, that the velocity error ‖𝐮 − 𝐮ℎ‖ decreases with the same convergence rate for all
formulations. Though, for a given mesh size ℎ, the 𝐮∕𝑝∕𝐞 solution (■), as well as the AFR solution with the reasonable subdivision
13
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Fig. 13. Different strategies to divide the domain in 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 subdomains.

Fig. 14. Velocity errors ‖𝐮 − 𝐮ℎ‖ for different subdivision schemes: ■ 𝐮∕𝑝∕𝐞, ■ 𝐮∕𝑝 and ■ AFR (reasonable, Fig. 13(a)).

Fig. 15. Velocity errors ‖𝐮− 𝐮ℎ‖ for different subdivision schemes: ■ 𝐮∕𝑝∕𝐞, ■ 𝐮∕𝑝, ■ AFR (unreasonable, Fig. 13(b)) and ■ AFR (unreasonable, Fig. 13(c)).

scheme (■), yield more accurate results. However, if the error is displayed over the number of DOFs, the AFR solution (■) always
yields the highest accuracy for a given number of DOFs. As expected, the AFR solutions using the unreasonable subdomains (■, ■)
perform worse than the 𝐮∕𝑝 formulation (■): for the same accuracy they require a higher number of DOFs.

A different behavior can be observed, when the error is studied using the energy norm ‖𝑒− 𝑒ℎ‖, as shown in Figs. 16 and 17. It
can be observed that the 𝐮∕𝑝∕𝐞 formulation (■) yields both the highest convergence rate and the most accurate results, while the
𝐮∕𝑝 formulation (■) yields both the lowest convergence rate and the worst accuracy. The results (accuracy and convergence rate)
obtained by the AFR technique are bounded by the results of the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 formulations. The two unreasonable subdivision
schemes (■, ■) perform as bad as the 𝐮∕𝑝 formulation (or slightly better) while the reasonable subdivision scheme (■) performs
almost as good as the 𝐮∕𝑝∕𝐞 formulation. Only for very small mesh sizes, the convergence rate of the reasonable subdivision scheme
(■) shifts towards the 𝐮∕𝑝 behavior. This is expected, as for very fine meshes, the error of the 𝐮∕𝑝 subdomain begins to dominate
14
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Fig. 16. Energy norm errors ‖𝑒 − 𝑒ℎ‖ for different subdivision schemes: ■ 𝐮∕𝑝∕𝐞, ■ 𝐮∕𝑝 and ■ AFR (reasonable, Fig. 13(a)).

Fig. 17. Energy norm errors ‖𝑒−𝑒ℎ‖ for different subdivision schemes: ■ 𝐮∕𝑝∕𝐞, ■ 𝐮∕𝑝, ■ AFR (unreasonable, Fig. 13(b)) and ■ AFR (unreasonable, Fig. 13(c)).

the general convergence behavior. When displaying the error in the energy norm over the number of DOFs, it can be observed that
the AFR technique performs as good as the 𝐮∕𝑝∕𝐞 formulation, if a reasonable subdivision scheme is adopted.

Therefore, the initial findings of the local error analysis are confirmed: the results obtained using the AFR method are bounded
y the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 formulations. Furthermore it is proven that the method converges towards the correct solution upon mesh
efinement. The results also show that a reasonable choice of 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 subdomains is important. The three-field formulation

is most appropriate when large gradients are expected.

5.4. Friction stir welding application

The final example is selected to show that the AFR strategy can be employed for industrial applications. For the sake of simplicity,
the geometric complexity of the actual pin-tool (e.g., threading and tilting, which is generally tackled with ALE or embedded
formulations) is avoided. Only the large strain rate gradient in the thermo-mechanically affected zone is retained in the proposed
analysis. Thus, a simpler cylindrical pin-tool is assumed to show the advantages and the accuracy of the AFR method.

Next, the following aspects of the analysis are described: (1) the description of the geometry and the corresponding mesh, (2) the
loading and boundary conditions, (3) an overview of the temperature-dependent material parameters and (4) the obtained Finite
Element results as well as an assessment of the influence of the AFR technique on the solution.

5.4.1. Geometry and mesh
The work pieces (the metal sheets to be welded) are modeled as flat hexahedral domains in an Eulerian framework, with a

cylindrical hole, as shown in Fig. 18. The computational domain for the sheet is of size 100 mm × 100 mm with a thickness of
mm. The pin has a diameter of 6 mm and is inserted into the sheet to a depth of 6 mm. The tool shoulder has a diameter of

6 mm and is in contact with the sheet. The structured mesh consists of 122 425 nodes and 114 516 linear, hexahedral elements.
hen the 𝐮∕𝑝 formulation is used in the entire domain, the problem consists of approximately 500 000 DOFs. Using the 𝐮∕𝑝∕𝐞

ormulation everywhere, the total number of DOFs is approximately 1.2 million.
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Fig. 18. Mesh of the three-dimensional FSW case which highlighted tool contact area.

Fig. 19. Temperature dependency of mechanical and thermal material parameters.

5.4.2. Loading and boundary conditions

The FSW process is simulated assuming a pin-tool rotation with an angular velocity of 𝑓tool = 100 RPM. This rotation induces
a maximum linear velocity on the outermost points of the shoulder of 𝑢max = 0.094248 m∕s. The pin-tool longitudinal movement
(welding speed) is prescribed as a Dirichlet boundary condition for the sheet (relative movement). Therefore, at the front surface
(labeled as Inflow) a constant inflow speed is prescribed at 𝑢in = 0.008333 m∕s. At the back surface (labeled Outflow) no Dirichlet
boundary conditions are applied, allowing for the material to exit the domain. The material flow is assumed to be isochoric and
slip wall boundary conditions are assumed for the rest of the surfaces defining the computational domain.

The interaction between the FSW pin-tool (not modeled) and the sheet is accounted for by prescribing its angular velocity at
the (highlighted) contact surface. For the sake of simplicity, the friction law has been replaced by a fully-stick condition (Dirichlet
condition). A study of different friction laws, to better capture the interaction between the pin-tool and the sheet can be found in
[8].

The initial temperature as well as the environment temperature is set to 25 ◦ C. The heat conduction flow is set through the
bottom surface into the back plate. The heat transfer coefficient by conduction is set to ℎ = 2500 W∕m2∕K.
16
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Fig. 20. Contour plots of various fields at 𝑡30 = 0.15 s.
17
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Fig. 20. (continued).
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Fig. 21. Change of variables over time at point 𝐵.

All boundary conditions are applied at the beginning of the simulation (first time step) and are held constant throughout the
ntire simulation. In total, 30 time steps (𝑡0 = 0 s to 𝑡30 = 0.15 s) are computed. During the first 20 steps, the refinement criteria is

disabled, allowing only for 𝐮∕𝑝 elements to be used. Therefore, the steady state temperature field is reached as quickly as possible.
At time step 20 (𝑡20 = 0.10 s), the refinement criteria (based on a Zienkiewicz–Zhu (ZZ) error estimator with an error threshold of
1 ⋅ 10−13) is enabled and all elements which exceed the specified error threshold become 𝐮∕𝑝∕𝐞 elements. After the activation of the
𝐮∕𝑝∕𝐞 elements, a new and more accurate steady state solution is reached.

5.4.3. Material law parameters
As introduced in Section 2.2, most material parameters are temperature-dependent as shown in Fig. 19. The fraction of the

mechanical dissipation that is turned into heat (see Eq. (6)), is set to 𝜑 = 0.8. The density of the material is set to 𝜌0 = 2700 kg∕m3

and the artificial speed-up parameter (see Eq. (27)) to faster reach the steady state is set to 𝛼 = 100.

5.4.4. Results
The presentation and discussion of the results is split into two parts. First, the different solution fields at the last time step

(𝑡30 = 0.15 s) are shown as contour plots in Fig. 20. This allows to assess the results as a solution of the FSW analysis. Second,
selected variables at a fixed point in the computational domain are plotted over time to show their sensitivity towards changing
from 𝐮∕𝑝 to 𝐮∕𝑝∕𝐞 in parts of the domain.

The velocity field (Fig. 20a) is dominated by the Dirichlet boundary condition. The shear-thinning behavior of the applied material
model can be clearly seen. Due to the high strain rates at the boundary layer, the viscosity decreases, causing a thinner boundary
layer. Consequently, very high velocity gradients can be observed perpendicular to the top surface, further enhancing the shear-
thinning effect. The same effect can be observed in Fig. 20b: only the streamlines closest to the pin and the shoulder are influenced
by the tools rotation, whereas most other streamlines are relatively straight.

The pressure distribution (Fig. 20c) is almost symmetric and shows a spike on both the positive and the negative side where the
shoulder of the tool ends. This is the expected result for the given boundary conditions. Using a proper friction model would yield
more realistic results.
19
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As expected, the contour plot of the dissipation (Fig. 20d) shows its highest values under the outermost part of the shoulder.
ue to the shear-thinning behavior of the material model, the dissipation quickly drops by orders of magnitudes at a small distance

o the tool-workpiece interface.
The temperature distribution (Fig. 20e) in the far-field shows a symmetric shape, while under the shoulder of the tool, the

nfluence of the tools rotation can be seen. Furthermore, the influence of the convective term can be clearly seen.
The final plot (Fig. 20f) shows the 𝐮∕𝑝 and 𝐮∕𝑝∕𝐞 subdomains. The area covered by 𝐮∕𝑝∕𝐞 elements is slightly larger than the

area with significant dissipation, indicating that the refinement criterion and error threshold were well chosen.
Finally, Fig. 21 shows the evolution of different variables over time. The evolution of the temperature, pressure and dissipation

(Figs. 21(a) to 21(c)) refers to point 𝐵 (see Fig. 18). The fourth plot (Fig. 21(d)) is the number of active DOFs of the problem. In
the first 20 steps (𝑡0 = 0 s to 𝑡20 = 0.1 s) only 𝐮∕𝑝 elements are used. After activating the refinement criteria, the number of active
DOFs increases by about 30%. The activation of the 𝐮∕𝑝∕𝐞 elements quickly leads to a new steady state.

It can be clearly seen from the plots, how temperature, pressure and dissipation change significantly after the activation of the
𝐮∕𝑝∕𝐞 elements—despite the already very fine mesh. As expected, the largest change can be observed for the dissipation, since the
dissipation depends on both the strains and stresses. Thus, by employing the 𝐮∕𝑝∕𝐞 formulation, both fields are much more accurate.

Note that the new steady state is reached within 3 time steps. This emphasizes another advantage of the AFR method. It is possible
o use the computationally cheaper 𝐮∕𝑝 formulation to reach the steady state as quickly as possible and enhance the solution quality

by locally activating the 𝐮∕𝑝∕𝐞 formulation.

6. Conclusions

In this paper, the proposed Adaptive Formulation Refinement method is used to define a computationally efficient framework
for Friction Stir Welding simulations. The three-field 𝐮∕𝑝∕𝐞 formulation is used to enhance the strain and dissipation accuracy close
the pin-tool, while the two-field 𝐮∕𝑝 formulation is adopted to reduce the computational cost elsewhere. The use of linear Finite
Elements is preserved for all unknowns by using a stabilized approach, the incompressible flow of the material is captured correctly
and any remeshing is avoided. The AFR method is driven by the Zienkiewicz–Zhu a posteriori error estimator and the treatment
of the interface between refined and unrefined subdomains is straightforward, due to the consistency of the variable fields and the
lack of hanging nodes.

The global convergence study shows that the accuracy of the AFR method compares favorably to the 𝐮∕𝑝∕𝐞 formulation, while
solving a system of equations with fewer active DOFs, thus resulting in faster build and solve times.

Finally, the developed method is applied to an FSW problem. First, the steady state of the problem is reached with a small
computational cost by using the two-field formulation. Thereafter, the solution quality is enhanced in the highly dissipative area
around the tool-sheet-interface, by switching to the three-field formulation according to the error estimator. Therefore the precision
is very similar to the one of the three-field formulation but at a much lower computational cost.
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